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Abstract

This book emerged from a discussion meeting held at the Royal Danish Academy of Sci
ences and Letters in May 2006. It covers a broad scope of applications and fundamentals 
in the area of ion beam science. Applications in astrophysics, magnetic and inertial fusion, 
particle therapy and radiation biology are followed up by topics in materials analysis and 
modification including radiation damage, particle tracks and phase transitions. Several 
contributions are devoted to particle-induced emission phenomena. The unusual place
ment of particle penetration and atomic collisions in the end reflects the structure of the 
meeting.

The book is neither a comprehensive review nor a tutorial. However, authors were 
asked to focus on essentials, both on unsolved problems in their general areas and on 
problems that have been around for a while but have come (close) to a satisfactory solu
tion. The prime purpose of the book is to help those engaged in basic and applied research 
within ion-beam science to stay or become alert with respect to central problems in and 
around their area.
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Preface

The field of ion-beam science has a long history, starting with phenomena ob
served in gas discharges in the mid 19th century and followed up by the discovery 
of radioactivity and the development of atomic and nuclear physics. Experimen
tal work was thriving long before modem accelerators and detectors became 
available, and basic theoretical tools were developed early in the 20th century. 
Applications in materials science and technology, micro electronics and micro 
mechanics, and radiomedicine and radio biology became of interest from the mid 
20th century. Evidently, ion beams also play a key role in the more recent develop
ment of nano science and technology. As a result, conferences on fundamental and 
applied research in ion beam science attract hundreds of scientists and engineers, 
new facilities are being installed, and newcomers enter the field, not the least in 
applied research.

It is hard to enter a research field with such a longstanding tradition. While 
an attempt to overview the primary literature by a newcomer without the help of 
an experienced advisor is likely to fail, even review articles tend to abound of 
hundreds of references where it seems hard to see the forest amongst the trees.

The present book, focusing on solved and unsolved problems, is hoped to help 
the newcomer with some experience to get oriented in a broader area. It is not a 
tutorial, but authors were asked to focus on essentials, both on unsolved problems 
and on problems that have been around for a while but have come (close) to a 
satisfactory solution. It is notoriously difficult to make predictions concerning the 
future development of a research field. Nevertheless, this volume presents what 
some of our most experienced colleagues consider is important here and now.

All contributions are based on invited talks presented at a symposium with the 
same title, held at the Royal Academy of Sciences and Letters in Copenhagen 
from 1 to 5 May 2006. Papers were submitted, refereed and revised within a 
generous deadline after the meeting. Unfortunately, not all speakers were able 
to submit a written contribution within the given time limits.

The symposium was generously funded by the Royal Danish Academy of 
Sciences and Letters, the Danish Natural Science Research Council (FNU), and 
the Carlsberg Foundation who also funded the publication of this book. I like to 



thank the members of the organizing committee as well as the speakers, authors 
and referees for their successful efforts. Special thanks are due to professors 
David Favrholdt and Ole Hindsgaul for their evening lectures on “The Academy 
and its building” and “The Carlsberg Academy”, respectively. Finally I like to 
thank Pia Sigmund, Eva Bang Hansen, Bjarne Stavnshøj, as well as Uffe Møller 
and Erik Fol ven for practical assistance, and Dr. Flemming Lundgreen-Nielsen 
for his efficient handling of all issues concerning the publication of this volume.

Peter Sigmund 
September 2006
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Ion-Solid Interactions in Astrophysics

Raül A. Baragiola*
Laboratory for Atomic and Surface Physics, University of Virginia 

Charlottesville, VA 22904, USA

Abstract

This article gives an overview of the energetic ion spectra in different parts 
of the universe, the expected effects of ion interactions with airless celestial 
bodies, and some evidence for their occurrence. It is based mostly on research 
in a variety of topics at the author’s laboratory but references are provided 
to the most current research elsewhere. The emphasis is on atomic collisions 
on molecular ices, which are both of greatest astrophysical interest and the 
subject of most past and current research. Many unsolved problems are stated 
or discussed, spanning from desorption of ices by thermal He+ ions to the 
possible role of atomic collisions in the origin of life in the universe.
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1. Energetic Ions in Space

Living in our planet, protected by an atmosphere and a magnetic field, it is not 
apparent that most of the universe is violent, permeated with energetic radiation. 
But a glimpse of this violence can be had from beautiful polar auroras, from 
reports of the dangers of the ozone hole or the disruption of communications by 
solar storms, and by stunning astrophotographs of the surroundings of young and 
dying stars. Figure 1 shows an image of the Menzel 3 stellar object (Ant Nebula) 
taken by the Hubble Space Telescope. The gas outflow from the central dying 
star is quite visible. It moves at very high speeds, ~500 km/s in an intriguing, 
and yet unexplained, bipolar pattern. Given the high gas velocities (that can reach 
^Bohr = 2188 km/s near white dwarfs spawning other planetary nebulae), such 
stellar outflow can sputter surrounding objects, such as grains (typically of nm 
to //m size). In addition, there are more energetic particles, cosmic rays and ions 
in shock waves originating in supemovae, starburst regions and super massive 
black holes at active galactic centers. In our Solar system, the most common 
energetic particles are found in the escaping solar corona (solar wind, flares, and 
coronal mass ejection), ions in planetary magnetospheres, and galactic cosmic 
rays. Such ions impact the surface of objects that lack a protective atmosphere or 
magnetic field. The most affected are small unshielded bodies, such as comets,
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Figure 1. Nebula Menzel 3 (Ant Nebula) STScI-PRC2001-05. Credit: NASA, Space Telescope 
Science Institute.

asteroids, grains, and most satellites, which also have a weak gravity needed to 
bind significant atmospheres.

The evidence for energetic ion impact on surfaces is indirect, with the ex
ception of returned Moon rocks, which have been analyzed in detail, captured 
interplanetary and cometary grains that show ion tracks and, in the near future, 
samples implanted with solar wind ions returned by the Genesis mission (Burnett 
et al., 2003). The most common evidence of ion impacts is indirect, from spec
troscopic analysis of reflected stellar light that sometimes reveals the presence 
of molecules synthesized by radiation and from the observation of atmospheres 
of non-thermal origin around Europa and Ganymede (two satellites of Jupiter), 
Saturn’s rings, the Moon and Mercury. Such atmospheres can be explained to 
result from sputtering by either magnetospheric ions or the solar wind.

1.1. Solar Energetic Particles

The solar wind is expanding magnetized plasma emanating from the Sun, con
sisting of low energy electrons, energetic ions and a magnetic field. The ions are 
~96% H+, ~4% He++ and trace amounts of multiply-charged O, C, Si, Fe, and 
other species. On average, they move with a most probable velocity v ~ 450 km/s 
(~1 keV/amu) and a fast component at ~750 km/s . The flux of the solar wind at
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Figure 2. Flux spectra of particles near Ganymede. Compiled by Cooper et al. (2001).

the Earth (/? = 1 AU) is ~2 x 108 particles/cm2-s and decays as l//?2, where R 
is the distance to the Sun. The solar wind is not stable, variations in solar activity 
change its flux and velocity distribution constantly. Sporadically the Sun emits 
solar flares, which are bursts of ions of higher energy than the solar wind, reaching 
hundreds of MeV (Mewaldt et al., 2005). The most violent eruption from the sun is 
when a prominence in the corona becomes detached, this is called a coronal mass 
ejection and can attain very large velocities, 3000 km/s. When the coronal mass 
ejections reach the Earth they produce great perturbations in the geomagnetic field 
that induce large electric fields in electric power distribution systems (e.g., the 
Quebec Blackout of 1989). Strong efforts to understand space weather, i.e., the 
changing environment around the Earth due to the interaction of solar energetic 
particles with the magnetosphere, are motivated by the idea that one can predict 
the occurrence and magnitude of coronal mass ejections. Space research is also 
focused on radiation effects on spacecraft (e.g., communication satellites) such as 
in semiconductor devices which can malfunction due to single ion impacts: single 
event upsets, latchup and burnout (Messenger and Ash, 1997), and electrostatic 
charging that can produce arcs across spacecraft components (Baker, 2002).
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1.2. Ions in Planetary Magnetospheres

The ion fluxes and energies in planetary magnetospheres are larger than in the 
solar wind, particularly around Jupiter (7? = 5.2 AU) and Saturn (7? = 9.54 AU). 
Figure 2 (taken from Cooper et al., 2001), is a compilation of energy distributions 
of high-energy ions and electrons near Ganymede, a satellite of Jupiter. One can 
see that the ions are mostly H+, oxygen and sulfur with an energy distribution 
that has a broad peak at 10-100 keV. There is in addition a low energy (thermal) 
plasma component (not shown) that extends to eV energies. The ion distributions 
are measured in space, in the vicinity of the satellite. There are no measurements 
of the actual flux impinging on the surface, which should be different due to 
electrostatic charging of the surface and to the presence of magnetic fields. For 
instance, all of the electrons and most of the ions are thought to be excluded from 
the equatorial surface regions of Ganymede, due to its intrinsic magnetic field, a 
rare occurrence among satellites.

1.3. Cosmic Rays

The more energetic ions in space are the galactic cosmic rays, which are found 
over an enormous range of energies, extending up to more than IO20 eV. Figure 3 
(Simpson, 1983) shows the energy distribution of different cosmic ray ions in the 
solar system. It falls at low energies, compared to the expected interstellar cosmic 
ray flux, due to the magnetic field of the solar wind. Cosmic rays can produce 
a multitude of effects, such as sputtering, amorphization, the single events in 
semiconductor devices mentioned above, and chemical alterations, either directly 
or through secondary particles resulting from nuclear reactions. Measurements 
of the density of etchable (amorphous) tracks in minerals produced by cosmic 
rays, coupled with estimates of the cosmic ray flux are used for dating rocks and 
man-made stone artifacts or pottery.

2. Astronomical Surfaces

2.1. Planetary Regoliths

The surfaces of airless bodies in space are not only subject to energetic ion and 
photon irradiation but are also impacted by meteorites, particularly by micron 
size particles. Micrometeorite impact pulverizes mineral and icy surfaces (com
minution) and the local heat produced can melt the surface and even cause the 
thermionic emission of electrons and ions. Most of the debris ejected from the 
surface falls back on the surface (except in very small bodies of negligible gravity)
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Figure 3. Flux spectra of the primary ions in cosmic rays. From Simpson (1983).
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Figure 4. The Barnard 5 dark molecular cloud (left) associated with the constellation of Perseus and 
the infrared spectra obtained by the Spitzer telescope in the directions of embedded stars B5 1RS 1 
(top, multiplied by 5) and HH 46 1RS (bottom). The labels identify absorbing molecules (Boogert 
et al., 2004).

and is impacted again by the continuing meteorite flux. These processes mix and 
redistribute the soil and bury ion irradiated material below the surface; this is 
called gardening or reworking. The gardening by micrometeorites, added to sput
tering, re-deposition, and chemical alteration by energetic ion and photon impact 
is referred to as space weathering, and the highly porous and chemically altered 
surface layer is called the regolith (Hapke 2001 ; Chapman, 2004).

2.2. Remote Sensing of Surfaces in Space by Optical Reflectance 
Spectroscopy

Our knowledge of regolith processing comes from analysis of lunar rocks and sim
ulations in the laboratory, inferences obtained from comparing scattering models 
to measurements of light reflected from the sun and of radar reflectance from 
ground based transmitters. The spectral analysis of reflected light in the infrared 
region can give information on surface composition from the absorption result
ing from excitation of characteristic molecular vibrations and, in some cases, the 
temperature of the surface. However, infrared reflectance spectra may be distorted 
by scattering effects, by the fact that transitions in symmetric molecules are very 
weak (“forbidden”), and by the broadness and overlap of the absorption bands in 
solids. This last factor is particularly severe in large molecules (e.g., organics), 
making it difficult to identify them with confidence.

While radio astronomy gives abundances of gas-phase interstellar molecules, 
infrared spectroscopy gives most of the composition information of grains in in- 
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terstellar clouds. These grains, typically ~ 100 nm in size, are coated by a mantle 
of condensed gas (ice) in cold environments. Diffuse interstellar clouds having 
gas densities of the order of 100 atoms/cm3 are at about 100 K, while in molec
ular clouds with gas densities of ~104 atoms/cm3 temperatures are much lower, 
~10 K. The composition of the grains and their mantles can be determined by 
aiming a telescope at a star embedded in or behind the cloud, such that the light is 
partially absorbed. An example is Figure 4 that shows absorption bands in the light 
from two young stars embedded in a dark molecular cloud (Barnard 5) associated 
with the constellation of Perseus (Boogert et al., 2004). The vibrational frequen
cies responsible for infrared absorption are specific to the molecules present and 
to their local (near-neighbor) environment, and are identified by comparison with 
laboratory spectra of pure and mixed ices grown by vapor deposition in vacuum 
and irradiated with UV photons or energetic particles (d’Hendecourt and Dartois, 
2001; Strazzulla et al., 2001; Moore et al., 2001).

3. Atomic Collision Topics and Questions

We now turn into specific topics in atomic collisions in solids that have astrophys
ical applications: sputtering, amorphization, electron emission and electrostatic 
charging, and radiation chemistry.

3.1. Sputtering

Both elastic (knock-on) and electronic sputtering are important in astronomical 
environments. Elastic sputtering usually dominates at low projectile velocities, 
and is the primary mechanism for erosion of minerals and ices by the solar wind 
and low energy plasmas. The success of sputtering theories and computer simu
lations in describing elastic sputtering of elemental solids does not translate into 
the more complex natural solids such as molecular ices and silicates. In spite of 
their popularity with modelers, Monte Carlo codes like TRIM are not appropri
ate to simulate sputtering of minerals by low energy ions for two main reasons. 
First, simplified models of surface binding energies and the neglect of attractive 
potentials fail in multicomponent insulators, and second, radiation assisted diffu
sion and chemical reactions in the collision cascade cause compositional changes 
that currently cannot be predicted. Both these challenges are ripe for exploration 
with detailed quantum-mechanical molecular dynamics that can help identify the 
important physics and ways to improve Monte Carlo codes.
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3.1.1. Atomic Collisions on the Moon Surface
The realization that energetic solar wind ions can sputter the Moon surface was 
realized from the beginning of the Apollo project. Lunar samples returned since 
1969, and still being analyzed, showed evidence of erosion by sputtering, rede
position of sputtered ejecta in porous surfaces, preferential sputtering such as that 
leading to the formation of Fe nanoparticles by reduction of iron oxides (Dukes 
et al., 1999), ion implantation, and cosmic ray tracks. Many of these effects were 
anticipated by Wehner (1964) years before the first Apollo landing. Reviews of 
sputtering and chemical alteration processes on the Moon, asteroids, and Mercury, 
from different perspectives, can be found in Johnson and Baragiola (1991), Hapke 
(2001) and Chapman (2004).

3.1.2. Sputtering of Regoliths - Effect of Porosity, Redeposition
Even if laboratory data for sputtering of a mineral is known, its application to a 
porous regolith, such as the Moon’s, is not straightforward. In a very rough or 
porous surface, an important part of the flux of sputtered species is intercepted by 
nearby surfaces. The effect is observed as a reduction of the sputtering yield over 
that of flat surfaces and in the appearance of surface coatings due to re-deposition 
of material (Hapke and Cassidy, 1978) and is a current topic for computer sim
ulations (Cassidy and Johnson, 2005). The magnitude of the effect depends on 
several factors, such as the angular and energy distribution of sputtered particles, 
the topography of the surface, the sticking of ejected particles when they hit an 
adjacent surface, temperature, and the type of material. The sticking of sputtered 
particles depends in turn on their identity (and surface binding energy), kinetic 
energy, angle of impact and type of surface. One of the most important unknown in 
the calculations is the probability of sticking for ejected atoms or molecules with 
energies between a few tenths of eV and a few eV, which is a range where mole
cular dynamics simulations can be applied, once the non-trivial task of finding 
adequate interatomic potentials in silicates is done.

3.1.3. Grain Destruction
Cosmic rays impacting interstellar grains can sputter the grain and any existing 
ice mantle. The process can occur by atomic ejection at both ends of the ion 
track (Schutte, 1996). In addition, it has been proposed that grain destruction can 
occur by evaporation, if the energy absorbed by the grain is sufficient to cause 
a sufficient temperature increase. Modem molecular dynamics simulations have 
shown that the thermal sputtering yields are much smaller than anticipated (Bringa 
and Johnson, 2004).

On the opposite end of the energy scale, sputtering of ice mantles can occur 
by thermal ions if they carry high potential energy, e.g. He+, He++ or other mul- 
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tiply charged ions. The mechanism, Auger desorption (Baragiola, 2005) is one in 
which the ion captures a valence electron from a condensed molecule, with the 
energy released exciting simultaneously another valence electron. Energetically, 
it is favored that the two final holes remain in different molecules. Their Coulomb 
repulsion energy, acting before the holes can drift away, can transform into kinetic 
energy and result in desorption. For this process to occur, the recombination en
ergy of the incoming ion must exceed the energy of the two holes in the lattice. 
Such a condition will exist for He+ impacting most condensed gases, and for H4 
on some ices with sufficiently small band gap. Less abundant multiply charged 
ions can be expected to produce Auger desorption with a higher probability per 
ion impact. There is a need for measurements and theory of Auger desorption 
from ices that that will allow predictions of desorption yields.

3.1.4. Sputtering of Ices (Satellites, Rings, Comets, Outer Planets, Interstellar 
Grains)

This topic has been reviewed from the point of collision physics by Johnson and 
Schou (1993) in general, and by Baragiola et al. (2003) for water ice, the most 
prevalent condensed gas in astrophysics. The reader is referred to those papers 
for details. Basically, the physical principles of electronic sputtering of ices are 
known, but the details are not and therefore predictions are not possible in general. 
What is known is that the electronic excitations produced by fast ions in insulators 
can result in the formation of repulsive states through several different pathways 
spanning times from roughly IO-16 to 10-11 s, depending on whether the states 
are formed promptly or through electron-ion recombination. What is not known, 
except for a handful of cases (i.e., the condensed rare gases), is the nature of the re
pulsive states and how they relax. Competing with the intermolecular repulsion is 
relaxation by decay through multiphonon, autoionization and radiative processes. 
As a result of the unknowns, most reliable quantities, such as sputter yields and 
distributions, come from experiments.

3.1.5. Generation of Atmospheres by Sputtering
Sputtering and desorption by solar ultraviolet photons and energetic charged parti
cles from the solar wind and planetary magnetospheres can eject material from the 
surface of an astronomical body with a faint atmosphere. Depending on its veloc
ity, the ejected material may escape the gravitational pull or may contribute to the 
formation of an atmosphere, adding to any existing contribution of sublimation 
(Shi et al., 1995; Cooper et al., 2001), volcanism or meteorite impact ejection. 
The effect of the incoming ions is more extensive, since they interact with the 
atmosphere dissociating molecules, adding to photodissociation by solar radiation 
(limited to daytime). The dissociation fragments can in turn scatter, react, and/or 
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be trapped in collisions with the surface. The generation of atmospheres by sput
tering of ices is thought to be important in the icy satellites Ganymede and Europa 
of Jupiter, in most satellites of Saturn, Uranus, Neptune and trans-Neptunian ob
jects. In addition, sputtering of Na from plagioclase feldspar minerals on Mercury 
and the Moon is thought to be an important source of the sodium exospheres that 
have been observed around those rocky bodies (Killen et al., 2004).

3.2. Amorphization of Crystalline Minerals and Ices

Crystalline silicates and ices are amorphized at relatively low doses by ion impact, 
not only at low energies as a result of elastic collisions (Brucato et al., 2004; 
Demyk et al., 2004) but also in ionization tracks produced by swift heavy ions 
(Meftah et al., 1994). In the latter case, if the energy deposition in the track is suffi
ciently dense, local melting occurs followed by an extremely fast re-solidification 
which leads to amorphization. Amorphous tracks are etched preferentially by 
chemical means and this enables easy visualization for measurements of ion fluxes 
or for dating. We note that amorphization of minerals by radiation damage is 
of great importance also in the encapsulation of radioactive waste in the nuclear 
energy. Most models of amorphization are empirical and the current view is that 
the problem is unsolved (Trachenko, 2004).

For water ice on icy satellites, the efficient amorphization by ions competes 
with thermal crystallization of amorphous ice. This gives the ratio of amorphous 
to crystalline ice obtained by infrared reflectance spectroscopy a valuable diag
nostic value (Hansen and McCord, 2004). Figure 5 shows the drastic changes in 
the OH stretch vibration band of water during amorphization by ions (Baragiola 
et al., 2005) that demonstrate that the band shape is a sensitive indicator of the 
crystallinity of the ice. It is noteworthy and not yet understood that, while the 
shape of the infrared band evolves towards that of amorphous ice upon irradiation, 
significant differences remain. The temperature used in these experiments was 
70 K to simulate amorphization of crystalline ice on Europa, a phase that may be 
produced by melting ice in tectonic processes or in meteorite impacts. The Ar+ 
ions were used to simulate the S+ ions that abound in the Jovian magnetosphere 
without the complication of chemical effects.

3.3. Electrostatic Charging of Surfaces

Astronomical surface materials (minerals or ices) are electrical insulators and, 
therefore, charge electrostatically when exposed to charged particles and ionizing 
photons. Surfaces charge positively by capturing a slow positive ion or by electron 
emission when hit by a sufficiently energetic ultraviolet photon or a fast ion. They
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Figure 5. Optical depth of the infrared vibrational band due to the OH stretch in ice, measured 
at 70 K for a ~1018 H2O/CIT12 crystalline ice film grown at 150 K and irradiated at 70 K by 
100 keV Ar+ ions at normal incidence. lc-unirradiated crystalline (cubic) ice. The spectra with 
symbols show Ic irradiated to different fluences indicated by the numbers adjacent to the curves, 
in units of 1013 ions/cm2. The dashed curve labeled la is the spectrum of amorphous ice grown at 
20 K and taken to 75 K. From Baragiola et al. (2005).

can charge negatively when impacted by either slow or high energy electrons 
with a secondary electron emission coefficient less than unity. It is difficult to 
predict the amount of charge accumulated on a surface because it depends on 
material properties, the balance between fluxes of incoming and ejected charges, 
their energy distribution, and the surface electrical potential. When the surface 
is inhomogeneous or when the particle flux and/or electromagnetic field is not 
uniform (for example part of the surface being in the shadow) the resulting dif
ferential charging will induce electric fields that can affect electron emission and 
may induce electrical breakdown. These conditions are relevant for electrically 
insulating surfaces in spacecraft, where the breakdown can produce malfunction 
by spurious electrical noise, and also permanent damage (Garrett and Whittlesey, 
2000). Electrostatic charging can affect the dynamical behavior of small grains in 
regions of significant electromagnetic fields, such as planetary magnetospheres. A 
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most striking example is the presence of the spokes in Saturn’s rings, thought to 
be caused by a competition of gravitational and electromagnetic forces (Mitchell 
et al., 2006). Analysis of the complex problem of electrostatic charging in dusty 
plasmas (e.g., Jurac et al., 1995; Weingartner and Draine, 2001) is still in its in
fancy and is hindered by the scarcity of data on electron emission from insulators 
by ions and electrons at energies below 100 eV and on surface charging with ion 
beams.

3.4. Radiation Chemistry

The similarity in the composition of volatiles in comets and the ice mantles of in
terstellar grains led early to the idea that interstellar ices are integrated into comets. 
However, the degree to which this occurs is still an unsolved problem. Icy grains 
can evaporate in the protoplanetary nebula and later condense into comets while 
being concurrently processed by the strong radiation environment. Alternatively, 
grains that have been exposed to energetic radiation in the interstellar medium 
may be incorporated with little alteration into comets in the outer regions of the 
protoplanetary disk. In both cases, energetic radiation will synthesize molecules 
and store radicals in the ice, but to a degree which is not fully understood. Figure 6 
shows the results of radiation chemistry in a hydrogen peroxide film irradiated at 
17 K with 50 keV protons that deposit their energy mainly by electronic processes. 
One can notice that irradiation produces new molecules: water, diatomic oxygen 
and ozone, which remain trapped in the sample at these low temperatures. Analy
sis of the infrared spectra, taking into account interference effects in the thin ice 
films, can be used to obtain quantitative fluence dependences, shown in Figure 7. 
A linear dependence of column density with fluence indicates that the product is 
formed in single collisions (case of water), in contrast with the case of di- and tri- 
atomic oxygen molecules. Other atoms and molecules are thought to be trapped as 
well but are very weakly sensitive to infrared light or, as in the case of OH radicals 
and HO2 molecules, their absorption bands are hidden by the much stronger bands 
due to water and hydrogen peroxide.

We have used this type of radiolyzed material, obtained after high fluence ir
radiation, to study the evolution during heating using TDS (thermal desorption 
spectroscopy, also known as TPD: temperature programmed desorption). The 
material is thought to be a model system for cometary grains containing radia
tion processed ice and their behavior as the comet warms up on approach to the 
Sun and loses mass through sublimation of volatile gases. One needs to take into 
account in any thermal processing that the molecules desorbing may not be just 
the original trapped gas. Warming may allow chemical reactions involving frozen
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Figure 6. Infrared spectra of a solid H2O2 sample before (1) and after (2) irradiation at 17 K to a 
fluence of 1.8 x 10*5 H+ ions cm-2 at 50 keV. H2O2 is labeled as HP, H2O as W. From Loeffler 
et al. (2006a).

radicals to overcome energy barriers and to alter the original composition of the 
ice by forming or destroying molecular species.

The absolute concentrations of the H2O, O2, H2O2 and O3 molecules and their 
dependence on irradiation fluence was obtained by TDS using a combination of 
experimental techniques: UV-visible and infrared reflectance spectroscopy, quartz 
crystal microbalance microgravimetry and mass spectrometry (Loeffler et al., 
2006b). The results of the last two techniques are shown in Figure 8 which suggest 
fractionation in the gas release from comets. The very high radiation yields for 
the decomposition of hydrogen peroxide can be explained by the occurrence of a 
chemical chain reaction.



MfM 52 Ion-Solid Interactions in Astrophysics 27

Fluence (1015 ions cm'2)

Figure 7. The production of water, O2, and ozone in a film of 2.6 x 1018 H2O2 cm-2 irradiated 
with 50 keV H+. From Loeffler et al. (2006a).

Another scenario for the thermal evolution of radiation processed ice is the 
diurnal cycle of the surface of icy satellites immersed in the magnetosphere of 
giant planets. This is one aspect of more general phenomena. The state of the 
surface of these bodies is determined by a competition of radiation damage and 
erosion due to energetic particles, photons, meteorite impact, and sublimation, by 
thermal diffusion, by interactions with the atmosphere, and radiation enhanced 
chemical processes, such as synthesis of radicals and new molecules, creation of 
optically active centers, phase transitions, release of trapped gases, and surface 
roughening. While one can study each aspect individually, it is important to con
sider the different ways in which synergism can occur and plan experiments to 
test them.

Several laboratory studies have shown the presence of trapped radicals in radi
olyzed or photolyzed condensed gases. Here I summarize the results for water ice, 
by far the most abundant of those substances. Dissociation of water in the solid 
state often leads to immediate reformation of the molecule, since the dissociation 
fragments suffer collisions with surrounding molecules and cannot escape. The 
consequence of this phenomenon, called the cage effect, is a substantially smaller 
yield of radiation products in solids as compared to the gas phase. For radiation of 
slow linear energy transfer (LET, deposited d-E/dx) isolated H, O and OH radicals
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Temperature (Kelvin)
Figure 8. Thermal desorption for an initially solid hydrogen peroxide film irradiated with 50 keV 
protons at 17 K to a final composition of 69.2% H2O, 22% O2, <6.2% H2O2 and 2.6% O3. The 
amounts of water and hydrogen peroxide include a few percent of the radical OH. Top: Mass loss 
due to sublimation, measured with a quartz-crystal microbalance. W: water, HP: hydrogen peroxide. 
Bottom: Mass loss rate versus temperature while heating at a constant rate and mass spectrometer 
reading at mass 32. The large rise in (b) beginning at 180 K is O2 from H2O2 decomposition off 
the vacuum chamber walls. From Loeffler et al. (2006b).

produced at low temperatures become mobile at ~100-120 K, and react to form 
stable molecular products such as H2O2, O2, and HO2. Energetic ions, on the other 
hand, can produce a high density of radicals in their track, which can recombine 
immediately. This causes a higher yield of new molecular products as compared 
with the case of gamma rays or fast electrons. It is very important to stress this 
differences since one often finds in the literature the erroneous claim that, since 
fast ions produce many low energy secondary electrons in the solid, fast ion solid 
interactions can be reproduced using incident 5-100 eV electrons.



MfM 52 Ion-Solid Interactions in Astrophysics 29

3.4.1. O2 Synthesis from Water Ice
Of the molecular products of water ice, oxygen is particularly important because it 
was detected in its solid form on Ganymede, a satellite of Jupiter. This detection is 
very perplexing because, at the reported high diurnal temperatures in Ganymede, 
the vapor pressure of O2 exceeds the atmospheric pressure by several orders of 
magnitude. Although it was clear that the oxygen must come from radiolysis of 
water it is not clear if the pathway occurs in the atmosphere or within the surface 
ice. The first prediction was that enough O2 could be generated by ice radiolysis 
and trapped in the surface ice.

Although O2 ejection from ice had been demonstrated in sputtering experi
ments (reviewed by Baragiola et al., 2003), O2 trapping was found to be orders 
of magnitude too small to explain the Ganymede observations (Vidal et al., 1997; 
Bahr et al., 2001). Recent, more elaborate experiments by Teolis et al. (2005) 
using 100 keV argon ions confirmed the low concentrations of trapped oxygen 
and shed light on the production mechanism. The authors found a complex de
pendence of O2 sputtering on irradiation fluence that is correlated with that of 
the total sputtering yield. The results suggest that O2, formed in the projectile 
track by recombination of radicals, diffuses to the surface where it is trapped and 
then ejected via sputtering or thermal desorption. Depth profiling by sputtering 
shows that a high concentration of O2 can trap in a sub-surface layer during 
bombardment at 130 K due to the formation of hydrogen and its escape from 
that region. Although the details of the microscopic processes have not yet been 
worked out, it is apparent that radiation induced diffusion is important and that 
hydrogen peroxide, often cited as a precursor for molecular oxygen, is of minor 
significance (Teolis et al., 2005).

3.4.2. Ozone Synthesis
Whenever O2 is present in a radiation experiment, the synthesis of ozone is ex
pected, but at a very low level. In the case of pure water ice, no ozone was found 
in decades of experimentation. This presents a problem for the interpretation of 
the presence of ozone on Saturn’s satellites Rhea and Dione (Noll et al., 1997). 
One could argue for the presence of condensed oxygen from which ions readily 
synthesize ozone (Baragiola et al., 1999; Famâ et al., 2002). However, this would 
not explain why there is no ozone at Tethys, a satellite of similar size which is in 
an environment with more oxygen.

A recent development may help to solve the puzzle, the discovery that the 
amount of radiolytic O2 trapped can be increased dramatically by co-deposition of 
water during ion irradiation. The co-deposition simulates the return of sputtered 
water molecules to the surface of an icy satellite due to gravity or by the effect 
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of regolith porosity/topography and causes the burial of a high concentration of 
radiolytic O2. Teolis et al. (2006) showed that ozone, which cannot be formed 
from ice under vacuum, can readily be synthesized from the high concentration of 
buried O2. The amount of O3 (and O2) trapped depends sensitively on the ratio of 
re-deposition to sputtering fluxes, that should vary with the type of terrain and the 
flux of magnetospheric ions.

3.4.3. Synthesis of Hydrogen Peroxide
The hydrogen peroxide molecule is important because it was identified in the 
Galilean satellite Europa through the absorption of solar infrared and ultraviolet 
light. This observation attracted significant attention and led to laboratory studies 
of H2O2 synthesis in ice by energetic protons and heavy ions, using infrared spec
troscopy (Moore and Hudson, 2000; Gomis et al., 2004; Loeffler et al., 2006a, 
2006c). In addition, Bahr et al. (2001) observed that thermal desorption of ice 
radiolyzed by 100 keV protons released not only water, as expected, but also HO2 
and H2O2 molecules. All these results not only explain the levels of H2O2 detected 
on Europa but the detailed analysis of infrared reflectance also serve to identify 
the state of the peroxide at the molecular level.

3.4.4. Other Ices
The cases described above are relatively simple and, in principle, could be 
modeled by using what we know of collision physics to obtain the spatial and 
temportal distribution of species that will then be used as input in chemical kinet
ics programs. More complicated pathways result from organic ices, and from ice 
mixtures (Delitsky and Lane, 1998). Significant recent research of ion interactions 
with ices containing carbon-bearing species includes the papers of Gerakines et al. 
(2000), Strazzulla and Palumbo (2001), Baratta et al. (2002), Moroz et al. (2004), 
Hudson et al. (2005), Ruiterkamp et al. (2005) and Brunetto et al. (2006).

4. Was Ion Irradiation Needed for Primordial Life?

Since Louis Pasteur falsified the Aristotelian dictum that life can arise sponta
neously from non-living matter, one of the grandest unsolved scientific problems 
of all times has been: what is the origin of life? (Outside science there are answers 
to this question that are simple but lack predictive power.)

There are four main connections between ion impacts and life: (1) the pos
sible synthesis of the first complex organic molecules (prebiotic molecules) that 
were used in the first microorganisms, (2) triggering life (biogenesis), (3) the well 
known effect of radiation in producing mutations and cell death, (4) the production 
of molecules that can be the energy source to sustain life.
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The famous experiment of Stanly Miller and Harold Urey of half a century 
ago was aimed at recreating some of the organic compounds that make up life on 
Earth. They passed a spark discharge through a mixture of hydrogen, methane and 
ammonia simulated the primordial Earth’s atmosphere. After a week of operation 
of the apparatus they found they produced amino acids: glycine, a-alanine and 
ß-alanine. Subsequent research has shown that amino acids can be synthesized 
when replacing the spark discharge with well defined ion or photon beams and 
when using condensed gases.

However, the relevance of the Urey and Miller experiment on life synthesis 
on Earth is questioned today because these researchers used a strongly reducing 
mixture of gases for the atmosphere whereas the current understanding is that the 
early atmosphere was mildly reducing. In addition, the chirality of the artificially 
produced amino acids is wrong. Life favors left-handed amino acids (they cause 
polarized light to rotate left), whereas the experiments show that the molecules 
are racemic: in equal proportion of left-and right-handed polarities.

Alternatively, one can think that the molecules came from outer space in 
comets or meteorites. This is the theory of exogenesis, supported by circumstantial 
evidence such as the Murchison meteorite. This object, which fell in Australia in 
1969, contained amino acids glycine, alanine and glutamic acid and other unusual 
types. The chirality was slightly non-racemic, at a few percent level (Pizzarello 
and Cronin, 2000), a very weak support for the idea that they may be related to 
extraterrestrial life. Still, how those amino acids were formed is an open question.

More radical is the panspermia conjecture that life is everywhere and comes 
into Earth from space and is distributed to other worlds from Earth. The support 
for this idea does not come from evidence but from respect to authority - it has 
been endorsed by many eminent personalities: Anaxagoras, Alexander von Hum
boldt, Sven Arrhenius, Fred Hoyle, and Francis Crick. The weakest point of this 
idea is the frailty of life against atomic collisions. It is extremely unlikely that a 
microbe can survive the cosmic ray background in the very long travel through 
interstellar space.

I end this section with reference to an old topic in ion beam science that bears 
on the question of this section: ion beam polymerization. It can come to the aid of 
overcoming an obstacle: the huge distance between the amino acids synthesized 
till today and the complexity of life (not to mention the functionality). The largest 
synthesized molecules that have been identified contain 12 atoms. In contrast, a 
small protein contains 100 atoms, and a small cell 1010 atoms. Open questions 
are therefore: What are the conditions for formation of large molecules by ion 
impact? What is the largest molecule that can be synthesized? The last question 
arises because ions can on one hand polymerize and on the other hand break up 



32 R.A. Baragiola MfM 52

intra- and intermolecular bonds, as demonstrated in the previous section and in 
the use of radiation therapy, a topic discussed elsewhere in this volume.

4.1. Energetic Ions as a Source of Biotic Energy

There has been great interest in determining if there is life elsewhere in the solar 
system. High hopes were placed on Mars, but the Viking spacecraft and further 
missions produced no evidence of life. Reports on fossilized life forms in Martian 
meteorites, that made headlines ten years ago, have been largely discredited. New 
explorations to Mars will, nevertheless, continue. Now the quest is to find evidence 
below the surface since energetic radiation and an oxidizing environment makes 
it extremely unlikely that life or remnant molecules would have survived on the 
surface.

The focus of astrobiologists has shifted in part to the outer solar system. Clues 
for the existence of an ocean on Europa, a satellite of Jupiter, tens or hundreds 
of kilometers below the icy crust, stimulated speculation that life might exist 
there. This brings up the question of the source of energy required for life, at 
the depths below the surface where photosynthesis is not possible. Chyba (2000) 
proposed that this energy may be provided by magnetospheric ions striking Eu
ropa’s surface through radiolytic oxidants such as oxygen, hydrogen peroxide or 
ozone, would in turn release energy in reactions with hydrocarbon compounds. 
There has been a surge of laboratory studies in this area, which have served to 
quantify the radiation chemical products, as discussed above. The next question is 
the transport of the oxidants kilometers deep to reach the ocean, where they could 
fuel bacterial life, since the penetration of radiation is limited to depths of typi
cally microns and at most a few centimeters. Such transport mechanism could be 
sporadic surface cracking and melting of the surface ice, created by tidal stresses, 
tectonic activity or meteorite impact. However, on Earth, bacteria are found in 
deep-sea hydrothermal vents, and in rocks kilometers below the surface, possibly 
fed by hydrogen and oxygen released from water by energetic ions from natural 
radioactivity. There is recent evidence that bacteria may subsist on an energy input 
of 2.8 x 10~13 Joules/year ( 1.8 MeV/year) (Kerr, 2006). Such a situation may exist 
in underground oceans of Europa, Ganymede, Enceladus, Charon and possible 
other satellites in the outer solar system. Further progress beyond the speculative 
stage requires an in situ exploration of the surfaces; currently there are exploration 
missions being planned to Europa and Enceladus.
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5. Summary and Outlook

Multiple topics in ion-solid interactions are of relevance to astrophysics. The list 
includes: Energy deposition, knock-on sputtering (including preferential sputter
ing and ion emission), electronic sputtering, radiation synthesis of molecules, 
decomposition of molecules, formation of bubbles and blisters by ion implantation 
and decomposition of H-bearing compounds, ion implantation and trapping, radi
ation enhanced diffusion, phase changes (amorphization, crystallization), electron 
emission and charging. The solids of interest are mostly minerals and condensed 
gases and the extant knowledge of atomic collisions - mostly on elemental solids 
- is usually not transferable.

The most promising lines of enquiry to make an impact on astrophysics are: 
( 1 ) the study of the effect of fast heavy ions, (2) the dependence of sputtering 
yields of ices on deposited energy, (3) the magnitude of the sputtering yield 
of small grains, (4) the degree to which large molecules (e.g., organic mole
cules) can be synthesized and/or destroyed in condensed mixed gases, (5) the 
conditions necessary for a particular microorganism to survive space travel, 
(6) synergistic effects, (7) sputtering, amorphization and compositional changes 
of multi-component solids for light ions; measurements and predictive theories 
(not just computer simulations), (8) Auger desorption of condensed gases.
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Abstract

Charged particle beams offer an improved dose conformation to the target 
volume as compared to photon radiotherapy, with better sparing of normal 
tissue structures close to the target. In addition, beams of ions heavier than 
helium exhibit a strong increase of the LET in the Bragg peak as compared to 
the entrance region. These physical and biological properties make ion beams 
more favorable for radiation therapy of cancer than photon beams. As a con
sequence particle therapy with protons and heavy ions has gained increasing 
interest worldwide.

This contribution summarizes the physical and biological principles of 
charged particle therapy with ion beams and highlights some of the devel
opments in the field of beam delivery and beam monitoring for a scanned ion 
beam, as well as the principles of treatment planning and the determination 
of absorbed dose in ion beams. The clinical experience gathered so far with 
carbon ion therapy is briefly reviewed.
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1. Introduction: Status of Ion Therapy in 2006

In 2004, radiation therapy with hadron beams celebrated its 50th anniversary. The 
proposal to use heavy charged particles in radiation medicine dates back to 1946, 
when Dr. Robert R. Wilson, a physicist who had worked on developing particle 
accelerators, was the first to propose the use of protons for cancer therapy (Wilson, 
1946). Less than 10 years later, in 1954 protons were used to treat cancer patients 
for the first time in Berkeley and in 1957 also helium ions were used at the same 
facility (Sisterson, 2005). In the 70s, heavier ions, like neon, silicon and argon 
were introduced for cancer therapy also at the Lawrence Berkeley Laboratory and 
many encouraging results (esp. in skull base tumors and paraspinal tumors) were 
achieved (Castro et al., 1994; Castro, 1997).

Today, particle therapy with protons and carbon ions has gained increasing 
interest. Worldwide, there are about 25 therapy units for treating patients with pro
tons. The majority of the particle therapy centers are located in physics research 
laboratories, and only a few centers are available in a hospital environment. This 
situation is currently changing: There are more then 20 centers under construction 
or in the planning phase which will start to treat patients within the next 5 years 
(Sisterson, 2005), and nearly all those future installations will be hospital based. 
Obviously, the time has come that particle therapy is merging into clinics.
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The availability of heavy ion RT is currently limited, as worldwide only 3 fa
cilities offer carbon ion RT: two hospital based facilities in Japan (HIMAC/Chiba 
and HIBMC/Hyogo) and a physics research facility at GSI, Darmstadt in Ger
many. There is, however, an increasing interest in ion radiotherapy especially in 
Europe, where new facilities are being built in Germany (Heeg et al., 2004) and 
Italy (Amaldi, 2004) or are in an advanced planning phase like in Austria, France 
and Sweden (Sisterson, 2005).

This contribution gives an overview on the physical and biological background 
and of some of the physics problems connected to the use of heavy charged 
particles in cancer therapy.

2. Physical Properties of Ion Beams

As the physical and biological properties of proton beams differ significantly 
from beams of heavier particles, there is a distinction between the two cate
gories “proton-therapy”, characterized by low linear energy transfer (LET) and 
“heavy-ion therapy”, with high LET properties.

Charged particles passing through tissue slow down losing energy in atomic in
teractions. This reduces the energy of the particles, which in turn causes increased 
energy loss, reaching a maximum at the end of range and causing the maximum 
dose deposition within the target area. In addition, due to nuclear interactions 
the number of primary particles is reduced and light fragments are produced. 
The primary rationale for radiotherapy with heavy charged particles is this sharp 
increase of dose in a well defined depth (Bragg peak) and the rapid dose fall-off 
beyond that maximum (Figure 1).

Mono-energetic Bragg peaks are usually not wide enough to cover most treat
ment volumes. By superimposing a set of beams with decreasing energies and 
weights, a “Spread out Break Peak” (SOBP) is generated, which delivers the 
desired dose to the whole treatment volume (Figure 1).

The ratio of Bragg peak dose versus dose in the entrance region is larger 
for heavy ions than for protons. Due to their larger mass, angular and energy 
straggling becomes negligible for heavy ions as compared to protons. Heavy ions 
therefore offer an improved dose conformation as compared to photon and proton 
RT, with better sparing of normal tissue structures close to the target.

The possibility to concentrate the radiation dose to the tumor while sparing 
the surrounding normal tissue is called dose conformation. The rational for the 
development of conformal radiation therapy techniques is found in radiobiology. 
The probability to control the growth of a tumor is increasing with the delivered 
dose. The same is true, however, for the probability of radiation related side effects
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Depth in water [cm]

Figure 1. Biologically effective dose, as a function of the penetration depth in water, for high energy 
photon beams (red line), a mono-energetic carbon ion Bragg peak (blue line) and spread-out Bragg 
peaks of protons (yellow line) and carbon ions (green line). The given numbers are relative units, 
normalized to dose at 8 cm depth. For photons the biologically effective dose is equivalent to the 
absorbed dose, while for protons a constant RBE of 1.1 is assumed. The RBE for carbon was 
calculated using the track structure model by Scholz (see text).

in normal tissue. In many clinical cases, the dose that can be delivered to a tumor 
(and hence the tumor control) is limited by the radiation tolerance of the surround
ing normal tissue. It has been observed, however, that the radiation tolerance of 
many organs is increasing if the irradiated volume of that organ is decreased (the 
so-called dose-volume effect). Consequently, if the irradiated volume of normal 
tissue can be minimized by conformal radiation therapy, a higher dose can be de
livered to the tumor and thus a better outcome can be achieved without increasing 
the risk of side effects. This effect is the basis of most developments in the field 
of radiation therapy in the last decades. The highest degree of dose conformation 
can currently be achieved with proton and ion beams.

Ion beams undergo nuclear fragmentation processes during their passage 
through tissue. Most energetic fragments are produced in the projectile fragmen
tation (resulting in a spectrum of proton, helium, lithium, beryllium, boron and 
carbon ions for a primary carbon beam), while the fragmentation of target nuclei 
plays only a minor role. Monte Carlo transport simulations show, that when a 
beam of 290 MeV/u carbon ions penetrates into a depth in water of 15 cm, only 
about 40% of the primary ions reach the Bragg peak and only about 43% of
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Figure 2. Relative biological effectiveness for crypt cells of mice after irradiation with ions in 
different positions of the spread-out Bragg peak (SOBP). The modulation depth of the SOBP was 
8-10 cm, the initial beam energy was 160, 225, 400, 557 and 570 MeV/u for p, He, C, Ne and Ar 
ions, respectively. Figure reprinted from Jäkel (2006).
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the total beam energy is deposited by carbon ions (Geithner et al., 2006). About 
50% of the initial energy is transferred to lighter fragments and neutrons and the 
remainder is spent into gammas and nuclear binding energies.

The resulting complex radiation spectrum is of importance for the understand
ing of the biological effects of ion beams, but also to model the response of 
radiation detectors, like ionization chambers, thermo-luminescence detectors or 
even radiochromic film response. Modeling of these nuclear fragmentation ef
fects is therefore an important problem in the application of ion beams in cancer 
therapy.

3. Radiobiological Properties of Ion Beams

In addition to the dose conformation, heavy ions exhibit a strong increase of 
the linear energy transfer (LET) in the Bragg peak as compared to the entrance 
region. The radiobiological advantage of high LET radiation in tumor therapy is 
well known from neutron therapy. Unlike in radiotherapy with neutron beams, in 
heavy ion radiotherapy the high LET region can be conformed to the tumor. The 
increasing biological effectiveness of ions with larger charge is shown in Figure 2.
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While helium ions are very similar to protons in their biological properties, 
carbon or neon ions exhibit an increased relative biological effectiveness (RBE) in 
the Bragg peak as compared to the entrance region (see Figure 2). The RBE ratio 
(Bragg peak versus entrance region) is highest for carbon ions. For ions heavier 
than neon, the RBE in the entrance region is even higher than in the Bragg peak 
(like for argon).

Another disadvantage of heavy ions for radiotherapy is the increase of nu
clear fragmentation processes, which leads to a fragment tail in the depth dose 
distribution that extends beyond the Bragg peak (see Figure 1).

The higher biological effectiveness of high LET radiation as compared to low 
LET radiation can be modeled by so-called track-structure models (Scholz and 
Kraft, 1994, 1997). According to these models the basic difference of high and 
low LET radiation, is the high local dose that is deposited close to the primary 
particle track of a high LET particle. If one assumes that the nonlinear relation 
between cell survival and dose can be applied also for subvolumes of a cell nucleus 
(where “lethal events” in the cell nucleus are considered) it becomes clear, that the 
integral effect for the cell nucleus is dependent on the pattern of the local dose dis
tribution: irradiation of small subvolumes with a high dose is more effective than 
a homogeneous dose over the whole nucleus (keeping the average dose constant). 
If assumptions on the local radial dose distributions are made, this can be used to 
extract the relative biological effectiveness for ions beams from known survival 
data for cells after low LET irradiation.

It should be noted that besides the larger effect in cell killing, there are some 
more radiobiological effects, which make heavier ions beneficial for tumor ther
apy. It is known e.g., that for low LET radiation the survival of cells depends 
critically on the oxygen saturation of tissue. This is due to the production of 
oxygen radicals in the cell due to radiation. Many solid tumors, which exhibit 
hypoxic areas are therefore very resistant to low LET radiation. For high LET 
radiation, it is known, that the oxygen saturation of tissue plays only a minor 
role. High LET particles should therefore be especially useful in the treatment of 
radio-resistant tumors. There is also a smaller variation in the sensitivity of cells 
in different parts of the cell cycle when using high LET radiation instead of low 
LET radiation.

4. Clinical Results Obtained with Ion Beams

Since the availability of ion beams is still limited, there is only very little clinical 
experience with ion beams, especially, when ions heavier than Helium are con
sidered. In 2006 roughly 2500 patients have been treated worldwide with carbon 
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ions. About 2000 patients were treated at the Japanese heavy ion facility HIMAC, 
which has been in operation since 1994.

At HIMAC a number of studies are ongoing using ion RT for the treatment of 
tumors of the head and neck, prostate, lung, liver as well as sarcomas of soft tissue 
and bone and uterine carcinomas. A report on the clinical results is found in Tsujii 
et al. (2004).

The fractionation scheme used is generally 16 fractions in 4 weeks for head 
and neck tumors as well as for sarcomas of bone and soft tissue. It was signif
icantly shortened for lung cancer (9 fractions in 3 weeks) and liver tumors (12 
fractions in 3 weeks) and is being further shortened to 4 fractions in 1 week for 
both indications. The latest results are from dose escalation studies in lung tumors 
and soft tissue sarcoma.

In two phase I/II trials non-small cell lung cancer (NSCLC), using different 
fractionation schemes (18 fractions in 6 weeks and 9 fractions in 3 weeks), a dose 
escalation was performed from 59.4 to 94.5 Gye1 and from 68.4 to 79.2 Gye, 
respectively (Miyamoto et al., 2003; Koto, 2004). The resulting overall control 
rates for the 6- and 3-week fractionation were 64% and 84%, respectively. The 
total recurrence rate was 23.2%.

1 Gye stands for “Gray equivalent” and is commonly used to specify biologically effective dose.

For unresectable bone and soft tissue sarcomas, a further phase I/II trial was 
performed with doses between 52.8 to 73.6 Gye (Kamada et al., 2002), applied in 
16 fractions over 4 weeks. The observed overall control rates were 88% and 73% 
at 1 year and 3 years, respectively.

At GSI, about 300 patients have been treated with carbon ions since 1997. An 
overview over the results is found in Schulz-Ertner et al. (2004). The majority 
of patients was treated for skull base tumors. The median dose was 60 Gye (20 
fractions each 3 Gye). The 3-year overall local control rate was 91%. The observed 
side effects were only very moderate (Schulz-Ertner et al., 2002).

Figure 3 shows an example of a treatment plan for patient with a chondrosar
coma close to the brain stem treated with carbon ions at GSI. The excellent dose 
conformation of the 90% isodose to the target is clearly demonstrated, although 
only two horizontal treatment fields were used here. The dose sparing of the 
relevant organs at risk can also be seen in the dose distribution.

Another group of patients was treated at GSI for a malignant salivary gland 
tumor (adenoid cystic carcinoma) using a combination of photon therapy and a 
carbon ion boost. The carbon therapy is given only to the macroscopic tumor 
residual (dose 18 Gye), while the photon dose is given to a much larger volume.

An analysis showed an actuarial local control rate of 62% at 3 years can be 
achieved, while in patients treated with photons alone, only 25% control rate could
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Figure 3. Example of a treatment plan for fully fractionated radiotherapy using 2 nearly opposing 
fields of carbon ions. The dose distribution at isodoses of 10%, 30%, 50%, 70% and 90% of the total 
dose (60 Gye) is shown, respectively. The colored lines indicate the primary and secondary target 
volume (red. blue), the brain stem (green line), optical nerves (blue) and eyes (pink), respectively.

be achieved (Schulz-Ertner et al., 2003). Again, severe side effects were observed 
only in few patients.

5. Beam Application and Beam Diagnostics

There exist two principal methods to shape the beam and thus to tailor the dose to 
the target volume, which will be described in the next section.

Passive beam delivery techniques (Figure 4a) use double-scattering systems 
or wobbling-magnets in combination with scatterers to produce large particle 
fields (Kanai, 1999). The particle field is then confined to the tumor cross-section 
by individually manufactured collimators or multi-leaf-collimators. To generate 
the SOBP, a rotating modulator wheel is inserted into the beam. This device in
troduces periodically material of varying thickness into the beam which results 
in a periodical modulation of the range. Alternatively, a static filter of varying 
thickness may be applied. This so-called ridge-filter uses lateral scattering to pro
duce a homogeneous range modulation over the lateral extension of the treatment 
field. Each modulator-wheel or ridge filter is connected to a specific SOBP and 
is selected according to the extension of the tumor in depth. To adjust the SOBP 
to the distal edge of the tumor, range shifters are used. Finally, compensators
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Figure 4a. Principle of the passive dose delivery. Shown is the incoming broadened beam that is 
modulated in depth. The range shifter shifts the SOBP to the desired depth, while collimator and 
compensator are patient specific devices. The lines in the body represent the distal dose fall-off that 
can be shifted in depth with the range shifter. Figure reproduced from Jäkel (2006).
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Figure 4b. Principle of an active beam delivery: a mono-energetic pencil beam is scanned over 
the tumour cross section. After one slice is irradiated the energy of the beam extracted from the 
synchrotron can be switched to the next energy.
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manufactured for the individual field of each patient can be used to adjust the 
dose distribution to the distal edge of the tumor. As the extension of the SOBP 
remains constant over the tumor cross-section, the dose conformation at the distal 
edge is connected to high doses in the normal tissue at the proximal edge of the 
tumor (Figure 4a).

Another way of beam delivery is called active beam shaping (Haberer et al., 
1993). This system takes advantage of the electric charge of the particles, in order 
to produce a tightly focused pencil beam that is then deflected laterally by two 
magnetic dipoles to allow a scanning of the beam over the treatment field. When 
the beam is produced with a synchrotron, the energy can be switched from pulse to 
pulse in order to adapt the range of the particles in tissue. This way, a target volume 
can be scanned in three dimensions and the dose distribution can be tailored to any 
irregular shape without any passive absorbers or patient specific devices, like com
pensators or collimators. Therefore, the high dose region can also be conformed 
to the proximal end of the target volume and the integral dose as well as the non
target volume receiving high LET radiation is minimized. Figure 4b shows the 
principle of the active beam delivery system.

There is only one facility (GSI) where beam scanning for carbon ions is already 
applied clinically. The GSI beam delivery system allows for a 3D scanning of 
arbitrarily shaped volumes with a spatial resolution of 1mm in all three directions. 
Typically, a beam width of 3-10 mm full-width half-maximum is scanned over a 
regular grid of points with typically 2-3 mm spacing. The accelerator energy can 
be switched from pulse to pulse and the energy can be selected from a library of 
252 accelerator energies.

An essential prerequisite for such a beam scanning system is a suitable beam 
diagnostic system that is capable of monitoring the exact position and intensity of 
the beam at each beam spot. The monitoring system is connected via a feedback 
loop to the scanner magnets.

The system designed at GSI, relies on three large area ionization chambers 
( 18 cm by 18 cm size of the active area) for the intensity measurement. Two cham
bers are completely identical in their design and readout, (using a chamber gas of 
Argon:CO2), while the third uses a different electronic system (and air filling), in 
order to have redundancy and diversity built into the system. The resolution of 
the chambers in terms of particle number is around 1000 particles per sampling 
interval (which reflects an accuracy of about 1% in dose). The sampling interval 
is around 12 //s. in order to allow for a number of measurements at each beam 
position.

The intensity monitors are calibrated in terms of particle number and are used 
to switch the beam via the feedback loop to the next scan point if a predefined par-
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Figure 5. Screenshot of the therapy online monitor (TOM) developed at GSI. It displays the mea
sured data on the actual position of the beam and indicates if the correct particle number was 
delivered by varying colors. The data from the monitoring system are displayed nearly in real-time.

tide number for a given scan point has been reached. The chambers are operated 
at a high voltage which yields a charge collection efficiency of 99.5%.

For detection of the beam position, two additional large area multi wire propor
tional chambers are installed. They are made up of two wire planes with 112 wires 
with a spacing of 2 mm. This allows a determination of the beam position with 
a spatial resolution of better than 0.5 mm at a sampling interval of 150 /zs. The 
position data are again fed back to the scanning magnets, so that any deviation of 
the measured from the desired beam position is immediately corrected for at the 
next scan point.

The time resolution of the monitoring system is designed such that it is still 
capable of monitoring even the large variations of intensity during the extraction 
cycle of the synchrotron and delivering a well defined particle number to each scan 
spot. It also allows for a rapid beam shut off within less than 200 ms in case of any 
interlock from the control system. Moreover, the total water equivalent thickness 
of all five chambers in the monitoring system is only about 0.7 mm.
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The data of the monitoring system are also displayed in real-time on a screen, 
to allow a visualization of the ongoing treatment. A screenshot of this therapy 
online monitor is shown in Figure 5.

6. Therapy Planning

For the active beam shaping system at GSI, a research therapy planning system 
(TPS) was developed (Krämer et al., 2000; Jäkel et al., 2001), which fulfills the 
needs of the beam scanning system at GSI. While a modulator for passive beam 
shaping is designed to achieve a prescribed homogeneous biologically effective 
dose for a single field. A 3D scanning system can produce nearly arbitrary shapes 
of the spread out Bragg peak (SOBP). The shape of the SOBP therefore has to be 
optimized separately for every scan point in the irradiation field. The introduction 
of a 3D scanning system thus has some important consequences for the TPS:

• The beam intensity of every scan point at each energy has to be optimized 
separately to obtain a homogeneous biological effect.

• As the system is able to apply any complicated inhomogeneous dose distri
bution, the capability for intensity modulated radiotherapy with ions should 
be taken into account.

• All fields of a treatment plan are applied at the same day to avoid uncertain
ties in the resulting dose due to setup errors.

• The dose per fraction should be variable for every patient.
• The scanner control data (energy, beam position, particle number at every 

beam spot) have to be optimized for each field of every patient.
• An RBE model has to be implemented, that allows the calculation of a local 

RBE at every point in the patient depending on the spectrum of particles at 
this point.

6.1. Absorbed Dose Calculation

The dose calculation for active beam shaping systems relies on measured data for 
the depth dose curves. Instead of the measured depth dose data for the SOBPs 
resulting from the modulators, data for the single energies are needed. If the 
applied dose is variable, it is necessary to base the calculation of absorbed dose 
on absolute particle numbers rather than on relative values. For the calculation of 
absorbed dose, the integral data including all fragments are sufficient.

Before the actual dose calculation starts, the target volume is divided into 
slices of equal radiological depth. (Here the same empirical methods of range 
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calculation as for passive systems are used.) Each slice then corresponds to the 
range of ions at a certain energy of the accelerator. The scan positions of the raster 
scanner are then defined as a quadratic grid for each energy. In the last step, the 
particle number at each scan point is optimized iteratively until a predefined dose 
at each point is reached.

6.2. Biologic Modeling

To fulfill the demands of an active beam delivery on the TPS concerning the 
biological effectiveness, a more sophisticated biological model is needed. Such 
a model was developed e.g. at GSI (Scholz and Kraft, 1994, 1996; Scholz et al., 
1997). Its main idea is to transfer known cell survival data for photons to ions, 
assuming that the difference in biological efficiency arises only from a different 
pattern of local dose deposition along the primary beam. It is therefore also called 
the local effect model (LEM).

The model takes into account the different energy deposition patterns of dif
ferent ions and is thus able to model the biological effect resulting from these 
ions. An important prerequisite for this is, however, the detailed knowledge of the 
number of fragments produced as well as their energy spectrum. The calculated 
RBE shows a dependence on the dose level and cell type, if the underlying photon 
survival data for this respective cell type are known.

Another important prerequisite for the LEM model is the knowledge on the 
particle track structure, i.e. the radial dose distribution around the ion track, as a 
function of the particle charge and energy.

The LEM allows the optimization of a prescribed biologically effective dose 
within the target volume (Krämer et al., 2000) using the same iterative optimiza
tion algorithm as for the absorbed dose. At each iteration step, however, the RBE 
has to be calculated anew, as it is dependent on the particle number (or dose level). 
Since this includes the knowledge of the complete spectrum of fragments, the 
optimization is rather time consuming. Again, it has to be pointed out, that the 
dose dependence of the RBE demands the use of absolute dose values during 
optimization.

In Figure 6, the absorbed and biologically effective dose as a function of depth 
along the central axis in a typical treatment field for a base of skull tumor is shown. 
In order to achieve a homogeneous biological effect in the tumor, an optimization 
of the physical dose distribution (as shown in the right image) is necessary.
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Figure 6. Absorbed and biologically effective dose resulting from a homogeneous absorbed dose 
(left) and from a direct optimization of a homogeneous biologically effective dose (right). Doses 
are given in Gy (or Gye) and depths in mm, respectively.

6.3. Secondary Neutrons

An open question arising from the nuclear fragmentation of ions is the detrimental 
effect of secondary neutrons. Although a number of calculations (Pshenichnov et 
al., 2005) and measurements (Gunzert-Marx et al., 2004) of the number of sec
ondary neutrons produced during irradiation with carbon ions exist, it is difficult 
to accurately determine the effective equivalent dose due to these neutrons. This 
is due to a lack of knowledge on the kerma factors for the high energy secondary 
neutrons (neutrons up to twice the primary energy of the carbon ions are observed, 
i.e. up to 500 MeV neutrons for a beam of 250 MeV//z carbon ions). It has been 
estimated that the dose due to secondary neutrons is less than 1% of the absorbed 
dose of the primary ions. The resulting risk of late effects resulting from this 
neutron dose is very difficult to determine. Two things should, however, clearly 
be noted. First, the neutrons produced are predominantly produced in forward 
direction, and are thus leading to irradiation of a relatively small part of the body. 
The biological effects will depend strongly on the direction of the beam and the 
type of tissues involved in that location. Second, it has been shown, that the use 
of an active beam delivery system leads to a production rate of neutrons, which is 
much lower than for a passive system (Schneider et al., 2002).
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6.4. Empirical Range Calculation

In treatment planning, the selection of beam energies and the determination of ion 
ranges are crucial for the calculation of the delivered dose. The synchrotrons used 
to produce the ion beams, usually provide a very well defined and reproducible 
beam energy. Precision measurements of the ionization in water are used to deter
mine the exact position and form of the Bragg curve. The accuracy of measured 
ion ranges in water, which can be achieved with such measurements, is better 
than 0.1 mm (Jäkel et al., 2001). Range calculations in tissue are then based on 
X-ray CT images and make use of the dependence of both, X-ray attenuation and 
stopping powers from the electron density. There is, however, no clear functional 
relation between the ion ranges and (polychromatic) X-ray attenuation since there 
are second order effects depending on other tissue specific quantities (the logarith
mic dependence of the stopping power in the ionization potential and the strong 
Z-dependence of the photo-effect).

Therefore, in charged particle therapy purely empirical relations between the 
relative photon attenuation coefficients (called the Hounsfield units, or HU2) and 
ion ranges are used. These relations are established for phantom materials or sam
ples of real tissues. The accuracy of the range calculation in tissue is influenced 
strongly by the accuracy of HU numbers. Therefore an imaging protocol for each 
CT scanner and treatment site has to be defined that specifies all parameters that 
may influence the value of the HU.

2 Given the linear absorption coefficients of a material /z and /zw for water, the HU value is 
defined as HU = 1000 ■ (g — /zw)//zw.

Furthermore, there are a number of effects that may disturb the quality of 
Hounsfield units (e.g. a contrast agent which is often used may influence the 
range calculation in the patient). Another unavoidable problem arises from metal 
artifacts. These artifacts play a role especially for tumors in the head and pelvic 
region, stemming from gold fillings in teeth or hip prostheses, respectively.

The described range calculation for heavy charged particles based on CT im
ages is one of major uncertainties in ion beam therapy. Using a well defined 
imaging protocol for each scanner and treated anatomical site the uncertainty in 
the range calculation for carbon ions can be reduced to about 2-3 mm for the 
head and neck region. In the presence of artifacts uncertainties up to 10 mm can 
be observed.
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7. Dosimetry

The determination of absorbed dose to water in all operating ion facilities is cur
rently based on ionization chamber dosimetry (Kanai et al., 1999; Hartmann et 
al., 1999). For this purpose, commercial ionization chambers (mainly thimble type 
chambers) are used which are calibrated by the manufacturer in a field of Co-60 in 
terms of absorbed dose to water. Initially at HIMAC chambers calibrated in terms 
of air kerma were used, but the transition to water absorbed dose was performed 
recently.

This procedure is recommended also in the latest Code of Practice of the In
ternational Atomic Energy Agency, the technical report series TRS-398, which 
is currently the only international guideline for clinical dosimetry of ion beams 
(IAEA, 2000).

According to TRS-398, the absorbed dose to water at an effective point of 
measurement, Peff, of the chamber in an ion beam is determined by:

Dw ( Peff) — 37corr No ,w,Co60 (1)

where A7corr is the dosimeter reading M, corrected for changes in air density, 
incomplete saturation, and polarity effects of the chamber. The calibration factor, 
Nd, w, Co60, is given by the manufacturer and kQ is a chamber specific factor 
that corrects for the different beam quality of 12C ions and the calibration beam 
quality (60Co).

In TRS 398 it is suggested, that the kQ factor is calculated theoretically as:

(Wair/g)C12

(Wair/e)Co6° (2)

which is a product of the ratios of the w values,3 the stopping power ratios of water 
to air and the chamber specific perturbation factors for 12C and 60Co, respectively. 
The overall uncertainty of this determination of absorbed dose is stated to be about 
3%. These three terms will be discussed briefly in the following.

w is the mean energy required to create an electron-ion pair by a charged particle in a gas.

7.1. Stopping Power Ratios and Ionization Potential

The calculation of the stopping power ratio has to take into account not only the 
fluence of primary carbon ions but also the fragments that arise from nuclear 
interactions and also their energy distribution. The value sW(ajr for for light ion 
beams in TRS-398 can be obtained as a fluence-weighted average ratio of stopping 

3
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powers (henceforth referred to as “stopping-power ratio”, not to be confused with 
a direct ratio of stopping powers) over the complete spectrum of primary particles 
and secondary particles at the reference depth:

D/o°°^..-(5,(g)/p)wd£
iw'" ’

Here, (S, (E)/p) is the mass stopping power for a particle i with energy E in water 
or air and is the particle fluence differential in energy, in water for particles 
of type i. This method is, however, only practical if the particle fluence is well 
known.

In an analysis done by Hartmann et al. (1999) it was found that for energies 
above 10 MeV//z the ratio of stopping powers for various light ions varies only 
little, and that an average constant value can be used with an uncertainty of about 
2%. As a practical approach in clinical dosimetry, TRS-398 proposed to use a 
fixed value of 1.130.

In a recent investigation (Geithner et al., 2006), a Monte Carlo simulation 
of the nuclear fragmentation processes was used to analyze the dependence of 
the fluence averaged stopping power ratio (similar to Equation 3) on the beam 
energy and penetration depth. Two findings have been observed: first, the relative 
variation of sW)air for various energies and depths is below 1%, except for a small 
region around the Bragg peak, where a maximum deviation of 4% was found. 
Secondly, it was found that the absolute values at high energies obtained with 
stopping power data from the new ICRU-73 were about 1% higher than the value 
recommended by TRS-398.

The reason for this discrepancy is probably a difference in the ionization 
potential used for various stopping power calculations. In the evaluation of the 
TRS-398, the ICRU-49 for proton and alpha particles and calculations by Salamon 
(1980) played an important role. Both data sets used /-values for water between 
75 eV (ICRU 49) and 79 eV (Salamon). In the new ICRU 73, an /-value for water 
of 67 eV is used, which gives rise to the higher stopping power ratios. It should 
be noted, that a change in the /-value of 2 eV leads to a shift of the ion ranges 
in the order of 1 mm (Gudowska et al., 2004; Krämer et al., 2000). Therefore, 
a consistent analysis of stopping power data and precision range measurements 
would be highly desirable in order to improve the uncertainty of the dosimetry for 
ion beams.
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7.2. w-Values for Ions

The mean energy required to produce an ion pair in air (wa;r) is another crucial 
quantity in the determination of the quality correction factor. Precise measure
ments of the w-value are, however, difficult to perform and consequently on little 
experimental data for protons and ions exist (Jones, 2006; IAEA, 2000). Since the 
w-value again depends on the ion type and energy, in principle the same fluence 
averaging can be used as for the stopping power ratio (see Equation 3). Since no 
detailed data on the w-value for ion beams at various energies are available, TRS- 
398 again proposed to use a single fixed value of 34.5 eV. The uncertainty of this 
value was determined again from a weighting of the various sources and amounts 
to 1.5%. It is the second largest source of uncertainty in the dose determination 
for ion beams.

It is common sense that a more accurate w-value can be obtained by dosimetric 
measurements using an independent method, namely the water calorimetry. This 
method is commonly established as the primary standard for absorbed dose to 
water in many countries and needs only few, small corrections even for ion beams. 
A comparison of calorimetry with ionometry therefore might result in an indirect 
determination of the w-value for ion beams.

7.3. Perturbation Factors

The perturbation factor, P, for the different beam qualities includes all depar
tures from ideal Bragg-Gray detectors, which are essentially connected to the 
equilibrium of secondary electrons. These are the correction for cavity effects, 
the displacement factor, and the effects from the chamber wall and central elec
trode. There are currently no data on these correction factors, which are chamber 
specific, in ion beams. The corresponding correction factors in photon beams 
are already very small. Since the secondary electrons produced in a carbon ion 
beam have an average energy which is lower than in the case of photon beam, the 
corrections are expected to be even smaller than for photons (for proton beams 
some estimates for the corrections exist, but the general situation is similar).

Consequently, the perturbation factors for a standard chamber in a l2C ion 
beam, was set to unity, since no data exist that indicate a significant deviation 
from unity. The uncertainty of the perturbation factors in the determination of 
absorbed dose is stated to be 1 %.
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8. Dose Verification

The verification of the dose delivered to a patient by a certain treatment plan is 
one of the crucial points of any quality assurance system in radiotherapy. For 
a dynamic dose delivery, like the 3D raster scanning system, this procedure is 
even more important, since the dose delivery may be correct at one point in the 
treatment field, but deviations may appear at another point. Therefore, the dose has 
to be verified simultaneously at many points in the field. Such a method was intro
duced at the GSI, using a set of 24 small volume ionization chambers connected 
to a motor-driven phantom (Karger et al., 1999). It allows an efficient check of 
the absorbed dose in the treatment field at many points and furthermore the direct 
comparison with the treatment planning dose at these points. There are currently 
a number of ongoing developments in order to develop integrated systems with 
much more channels of independent ionization chambers. The aim is to get a 
three-dimensional sample of measured dose data in a single measurement for a 
certain treatment field.

At the Japanese facility HIMAC, a system was introduced (Mizota et al., 2002), 
that uses a 64 channel multi-layer ionization chamber with a 3 x 3 m2 sensing area 
to measure depth dose distributions. Using the corresponding radiological depths, 
the dose values are transformed to the respective point in treatment planning CT. 
The dose distribution is then measured by sweeping the chamber through the 
field and reconstructing the dose on the CT-image. This procedure is certainly 
extremely useful for a static treatment field. For a dynamic beam application, it 
is not possible to move the chamber during beam application and comparable 
solutions have yet to be developed.

9. Conclusion

In the last decade, in 30 centers worldwide valuable clinical experience has 
been gained in charged particle therapy. Together with the development of new 
technologies especially for beam application and treatment planning there will 
certainly be a broader implementation of ions in clinical settings that allow for an 
optimal exploitation of the physical and biological potential of protons and heavy 
ions.

In order to allow for a successful clinical application of ion beams, a number 
of open questions in the field of medical physics have to be addressed. Among 
these are the improvements of the existing dosimetry protocols, which still lack 
the degree of accuracy which is current standard in conventional therapy with 
photon beams. Important aspects here are especially connected to the description 
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of the nuclear fragmentation of the heavy ions, the stopping power ratios for water 
to air as well as the w-values for air. Also the recommendations for /-values may 
have to be reconsidered in view of their importance for the stopping power and 
range calculations.

Another important area of physics research for particle therapy is the develop
ment of radiation detectors, which either serve as beam monitors or are used for 
dosimetric purposes.
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Abstract

Theoretical and experimental approaches are developed to investigate the 
spatial distribution of DNA damage induced by energetic ions in cell nuclei, 
with a special emphasis on DNA double-strand breaks (DSB). Using a 
phenomenological description for the relationship between energy dose and 
DSB induction, the total number of DSBs and their average number per unit 
pathlength can be calculated analytically for single ion tracks in cell nuclei. 
A simple approach to microscopic DNA damage description is offered by 
analytical representations which give the average energy dose in dependence 
of the radial distance from the ion track. However, the extreme fluctuations in 
the DNA damage per volume, which is due to the inhomogeneous ionisation 
events of the individual secondary electron paths and the structure of chromatin 
in the nucleus, make a true follow-up of the ionisation and excitation events 
desirable, e.g. by using Monte Carlo methods. The visualisation of DSBs

E-mail: guenther.dollinger@unibw.de 



60 A. Hauptner et al. MfM 52

by staining proteins which accumulate in large amounts at DSB repair sites, 
thus forming so-called foci, allows to analyse the spatial distribution of DSB 
sites under the fluorescence microscope. With this method, generally a much 
lower number of DSB sites along an ion track is observed than expected on 
basis of calculations. This observation hints at insufficient consideration of 
gross structures in the organisation of nuclear DNA or at a fast clustering of 
DSBs, possibly to form repair factories.
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1. Introduction

Double-strand breaks (DSBs) in the DNA are a major threat for each living cell 
since they affect the genome integrity. Ionising radiation is known to be one of 
the main elicitors of DSBs. Natural sources of ionising radiation are cosmic rays 
and radiation from radioactive isotopes in the environment (e.g. in minerals or 
in the atmosphere) or directly incorporated into living organisms, like l4C or 
40K. Medical x-ray diagnostics, single photon emission computed tomography 
(SPECT) or positron emission tomography (PET), as well as tumour treatment 
by ionising radiation (x-rays, electrons, protons, heavy ions), are further sources 
of unintended or intended DSB induction. The number and the 3D arrangement 
of DSBs induced by a given dose are important quantities for the understanding 
of cellular reactions like DSB repair, programmed cell death (i.e. apoptosis) or 
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the induction of mutations. There are several models available which predict the 
spatial distribution of energy dose or of generated DSBs by analytical (Butz and 
Katz, 1967; Chatterjee and Schaeffer, 1976; Xapsos, 1992; Chen et al., 1994) 
or numerical (i.e. Monte Carlo calculation) (Krämer and Kraft, 1994; Nikjoo et 
al., 1999; Friedland et al., 2005) approaches. The latter models are mainly based 
on the simulation of primary ionisation and excitation processes, as well as the 
follow-up reactions from the interaction cascades of the secondary electrons. All 
relevant differential cross sections for ionisation and excitation as well as the an
gular and energy spectra of secondary electrons from the various interactions have 
to be known accurately for the detailed Monte Carlo studies. There has been sub
stantial progress in the last years to include relevant cross section data (Dingfelder 
et al., 1998; Dingfelder, 2002) into Monte Carlo codes to calculate local dose and 
especially DSB distributions. However, there is still a lack of accuracy in the cross 
section data for heavy ion primary particles at energies where the stopping force 
(LET, linear energy transfer) is close to its maximum, and at lower energies. On 
the other hand, the most severe problem remains to model the chemical effects on 
DSB induction which result from radicals produced by the ionising radiation not 
directly on DNA sites. Since the DNA content in a cell nucleus is only a very small 
fraction of the total mass, molecules other than DNA, mainly water molecules, are 
much more likely to be hit by the radiation. In addition, a realistic model for the 
organisation and structure of the DNA within the cell nucleus is needed in order 
to calculate accurate DSB distributions from such a bottom-up approach.

From the experimental side, the recently developed high energy ion micro
probes offer new possibilities to investigate ion track structures in cell nuclei with 
respect to DSB production, the ensuing dynamics of DSB sites, and the complex 
spatio-temporal behaviour of proteins and chromatin modifications involved in 
DSB repair.

In this work we want to present some theoretical aspects and experimental 
findings on how DSBs are distributed around and along an ion track. We will first 
present how individual cells can be targeted by focussed ions at a high energy ion 
microprobe and how double-strand breaks can be visualised in cells. In a second 
part, we will describe the analytical and numerical approaches to calculate local 
dose and DSB distributions. The aim is a comparison of the measured spatial 
distributions of DSB sites with the calculated distributions, in order to further 
understand the processes of DNA damage induction in biological systems after 
ion irradiation.
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Figure 1. Micrograph of living HeLa cells in optical phase contrast. The nucleus of one cell is 
schematically subjected to a single ion hit.

2. Experimental Techniques 

2.1. Microirradiation of Cells by a High Energy Ion Microprobe

The purpose of a microirradiation experiment on living cells is to target a cer
tain position within a cell by a definable amount of ionising radiation damage. 
Especially the cell nucleus, which contains the genetic material DNA, represents 
the object of radiobiological interest (Figure 1). Ion microprobes allow to target 
sub-cellular structures by a single or a counted number of ions. To do so, high 
energy ions are focussed to beam spots well below 1 /z.m in diameter, for example 
by a set of magnetic quadrupole lenses (Fischer, 1985; Datzmann et al., 2001; 
Greifet al., 2004). A less expensive arrangement with a resolution of only about 
2 /im employs microcollimators (Folkard et al., 1997a; Randers-Pehrson et al., 
2001). As an example for a focussing ion microprobe the Munich microprobe 
setup SNAKE (Superconducting Nanoprobe for Applied nuclear (Kern-) physics 
Experiments) and the corresponding cell irradiation technique are described here. 
The schematic ion beam transport system of SNAKE (and in principle of compa
rable microprobes) is shown in Figure 2. An ion beam well-defined with respect 
to beam energy, charge state and mass is prepared using a 90° magnet located 
behind a high energy ion accelerator. With a system of precision slits the ion 
beam is trimmed, thus forming the object for an ion optical transformation and 
defining the aperture of the beam. The result of this beam trimming is a flow of
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Figure 2. Beamline system of the ion microprobe SNAKE at the Munich tandem accelerator.

ions with a particle rate of not more than 103 per second, which then is focussed 
by a superconducting magnetic lens into the focal plane of the microprobe. An 
electrostatic scanning unit in front of the magnetic lens allows to scan the beam 
focus over the target without moving the sample mechanically. In order to irradiate 
samples with defined numbers of ions the described beam transport system is 
completed with an electrostatic beam shutter (chopper) enabling on-off-switching 
times in the order of 1 /zs.

As living cell samples can only be handled under normal atmospheric pressure, 
the ion beam has to leave the vacuum of the beam transport line for cell irradiation. 
To separate vacuum from atmosphere, thin foils (e.g. made of Kapton or silicon 
nitride) are used which are traversed by the ion beam. The ion energy has to be 
sufficiently high to limit the lateral straggling caused by small angle scattering 
and to ensure a sufficient penetration depth in matter.

Suitable cell chambers have to be designed to make the cells accessible for 
the ion beam while ensuring favourable culture conditions (see an example in 
Figure 3). In general, these chambers contain a thin polymeric foil (e.g. Mylar foil) 
on which the cells are grown. For the detection of energetic ions during irradiation 
of cells different concepts exist. The three most common concepts base upon the 
detection of secondary electrons from the inner wall of vacuum windows (Fischer 
et al., 2003), the scintillation light of thin plastic foils placed in front of the cell
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atmosphere H2O - saturated

Figure 3. Arrangement for microirradiation of living cells with energetic ions. The ion beam exits 
the vacuum system through a bore in the beam tube covered by a thin foil. This vacuum window 
touches the back side of the cell carrier, polymeric foil to reduce beam spot broadening caused by 
angular scattering of the beam.

sample (Folkard et al., 1997b), or the ion-stop detection in a silicon or scintillation 
detector behind the sample (Hauptner et al., 2004). In the SNAKE setup the latter 
concept is realised. Detecting each ion on its arrival, the beam to the target can 
be switched off after a certain number of counted ions, e.g. after the first ion, 
and using the beam scanning unit (Figure 2) the ion beam can be directed to a 
new position, to which the next ion will be delivered. To perform targeted irra
diations of cellular structures, an optical microscope has to be integrated into the 
irradiation setup. At present, the Munich irradiation configuration uses a standard 
inverted optical microscope devised for cell biology applications. With the help 
of this instrument the optical focussing of the ion beam on a fluorescent screen 
is performed, as well as the positioning of target locations relative to the beam 
position.

In order to study the DNA damage structure along the ion tracks (see Sec
tion 3.4), it is advantageous to perform irradiation experiments with a small angle 
between ion beam direction and the carrier foil of the cells (Jakob et al., 2003; 
Aten et al., 2004). Due to the optical properties of the analysing fluorescence 
microscope with the optical axis perpendicular to the cell substrate, a much bet
ter resolution along the track direction is obtained with this kind of irradiation 
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geometry than with the placement of the specimen perpendicular to the ion beam 
described above. At the Munich setup cells can be irradiated with an angle of 10° 
between beam direction and carrier foil. However, with this setup the ability to 
perform targeted irradiation is lost due to angular scattering and the large distance 
between vacuum exit window and target.

2.2. Optical Detection of DSB Sites in Cell Nuclei Using 
Immunofluorescence Technique

The induction of a DSB in the DNA of a living cell is a process taking place 
on the molecular level. A direct observation of a DSB using optical microscopy 
or electron microscopy is not possible due to lack of resolution and unsuitable 
sample structure. Visualisation of regions containing DSBs has, however, recently 
become possible with the help of cell biology and fluorescence microscopy meth
ods. The first step in this procedure is done by the living cells themselves, which 
accumulate repair factors (proteins) at the sites of DSBs in order to initiate and 
execute repair of damaged DNA molecules. The experimenter can then fix the 
cells, i.e. kill them while preserving the biological structure, and treat them with 
antibodies which enter the cell nucleus. These primary antibodies are chosen to 
specifically recognize and bind to selected repair factors. Then secondary anti
bodies carrying a fluorescent dye molecule are added which bind to the primary 
antibodies (see schematic sketch in Figure 4a). Using an optical fluorescence mi
croscope the distribution of the secondary antibodies and therefore of DSB sites 
in the form of so-called fluorescence foci can be observed with a resolution of 
about 200 nm (see Figure 4b).

In the near future, repair factors stained by green fluorescent proteins (GFP) 
will be used to follow DNA repair dynamics also in living cells on site at the ion 
microirradiation setup of SNAKE.

3. Microscopic DSB Distribution 

3.1. General Considerations

It has been known for several decades that the biological effects of ionising radia
tion, such as cell killing or mutation, depend mainly on the energy dose D = E/m 
(measured in Gy = J/kg), that is the ratio of the energy E deposited into a certain 
volume to its mass m. Scaling this quantity down to the cellular or subcellular 
level leads to so-called microdosimetry (Figure 5). As an extrapolation of the 
macroscopic dose, a local dose D|OC is defined as D\oc = dE/dm when the amount 
of energy dE is delivered into an infinitesimal small volume of mass dm.
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Figure 4. (a) DNA repair factors accumulating at DSB sites are marked with fluorescent antibod
ies (schematic drawing, not to scale), (b) Optical micrograph of a HeLa cell nucleus irradiated 
by single 55 MeV 12C ions. The direction of the ion tracks is perpendicular to the image plane 
shown. Accumulated 53BP1 repair proteins are made visible as bright foci (green colour, see 
arrows) using immunofluorescence technique. The chromatin in the cell nucleus is marked by 
DAPI-counterstaining (blue colour) of DNA. The image is taken from an image stack (i.e. several 
optical slices perpendicular to the line of sight). Deconvolution software was used to reconstruct 
unmixed image information of single optical slices.
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Figure 5. From macro- to micro-dosimetry: The mass element, in which one regards the deposition 
of radiation energy is scaled to a subcellular size.

X-ray and y-ray irradiation damages living cells through the tracks of energetic 
electrons released mainly due to Compton scattering and photo effect. This so- 
called sparsely ionising radiation yields about TSsb = 1000 single-strand breaks 
(SSBs) per Gy and about Kdsb = 35 DSBs per Gy within a diploid mammalian 
cell nucleus (Hall, 2000), over a wide range of absorbed doses. Using this lin
ear relationship between energy dose and DSBs, a given local dose distribution 
D[oc(r) would result in a number AfosB.y of induced DSBs within a certain voxel 
volume VyOK:

M)SB,y
Tdsb f _ . . ... -— / £>10C(r)dV. (1)

Using this equation one should obtain reasonable results as long as Vvox is suf
ficiently large so that it contains the average DNA concentration as found in the 
whole cell nucleus. Vnuc] is the volume of the cell nucleus. For HeLa cells,1 we 
have determined Vnuci = 710 /zm3 (i.e. 0.71 ng of mass) on average, by measuring

1 HeLa cells are immortalised human cells often used for biological experiments.



68 A. Hauptner et al. MfM 52

idihi r

Figure 6. Generation of a double-strand break (DSB) from adjacent single-strand breaks (SSBs) on 
opposite strands of the DNA molecule.

a set of hundred HeLa cell nuclei using optical microscopy. Thus, an average dose 
of 1 Gy deposits an energy of 0.71 pJ into a HeLa cell nucleus. After irradiation 
with ions, the number of DSBs induced per unit dose may differ from that ob
served after X- or y-irradiation. Thus, the ions’ relative biological effectiveness 
for DSB induction, RBEDSb, has to be considered in the determination of NDSB,ion, 
yielding

M>SB.ion = rpaRBESa f Dloc(r) dV = RBEDsbWDsb.x. (2)
F nucl J Vvox

DSBs occur if there are two SSBs on opposite strands on a DNA molecule within 
a distance smaller than 10 base pairs (i.e. 3 nm distance, see Figure 6). The prob
ability for generation of two SSBs in close vicinity will be increased at sites of 
high local dose. Therefore, RBEdsb values are expected to exceed unity when 
the stopping force of the ions is close to or larger than the stopping force of 
electrons at their stopping force maximum (26 keV//zm). The effects from nuclear 
energy transfers, which are important for fast neutrons or slow ions, have to be 
treated differently, but little is known about dose-DSB relationships from atomic 
knock-on collisions.

A swift ion loses the energy AE = /£(d£/cLr)dx when it passes through a 
cell nucleus along a path of length £. If the ion is fast enough (specific energies 
larger than 1 MeV/nucleon), the stopping force dE/cLx within one cell is nearly 
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constant and is dominated by electronic interaction. Thus, the energy deposited in 
the nucleus can be approximated by

d£
AE = — £, (3)

d.v

where £ is the length of the track in the cell nucleus. On the other hand, if ion 
velocities are not too high (i.e. less than 20 MeV/nucleon), the secondary electrons 
ejected along the ion track in a cell nucleus are mostly stopped within that cell 
nucleus, and the energy A£ is fully deposited there. Although the ions’ nuclear 
energy loss may show enhanced biological effectiveness compared to electronic 
energy loss, these effects should be negligible at high ion energies since only about 
0.1% of the energy loss is of nuclear origin.

The average height of a HeLa cell nucleus grown on foil was determined as 
7.6 /zm. If this nucleus is traversed perpendicularly to the substrate by a swift ion, 
an average dose Dav is deposited in the cell nucleus (mass density approximated 
by Ph2o) of mass wnucl:

AE AE
PH2O Vnucl

=---------- . (4)
^nucl

Thus, the number A^DSB.ion of DSBs obtained from a single ion passage through a 
cell nucleus is given by:

M)SB ,ion — ^av^DSB^BEDSB- (5)

The energy deposition in a HeLa cell nucleus, the average energy dose Dav and 
the numbers of DNA strand breaks when applying uniformly the dose effect rela
tionship for sparsely ionising radiation created by the passage of a single particle 
through a cell nucleus are plotted in Figure 7 for various kinds of ions and in ad
dition for electrons in dependence of their velocity. Dividing Misb by the average 
height of the nucleus, one obtains the number of DSBs per unit path length of 
the particle (see rightmost scale in Figure 7). This number varies over orders of 
magnitude from less than 0.01 DSBs averaged per micrometer for protons with 
more than 100 MeV energy to about 100 DSBs per micrometer (and even more 
considering RBEqsb values) for the heaviest ions around their stopping force 
maximum.

Fast protons have stopping forces close to those of energetic electrons at the 
same speed, while the stopping forces of heavier ions exceed it by several orders 
of magnitude. The most severe difference between sparsely ionising radiation and 
heavy projectiles penetrating tissue lies in the local energy deposition around the 
ion track. This results in high local doses in the vicinity of the ion track in the
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Figure 7. Damage induction in cell nuclei for single hits of different ions and electrons: The amount 
of energy AE deposited in the nucleus assumes a particle track length of 7.6 /zm within the nucleus. 
The additional precondition for the average energy dose £)av is a cell nucleus mass of 0.71 ng. 
The numbers of SSBs JVsSB and DSBs TVdSB are obtained by a strict scaling as known from 
sparsely ionising radiation. Especially for DSB induction at heavy ion tracks the values shown 
do not consider enhanced effectiveness (i.e. RBEjysg = 1 for all values shown). Note also that 
for the lower particle energies shown the stopping force value (LEToq) cannot be assumed to be 
constant along the track through the whole cell nucleus. In that case, the absolute values shown for 
energy deposition, average dose and numbers of strand breaks are not applicable. Stopping force 
data were taken from SRIM (Ziegler and Biersack, 2003) for ions and from IAEA (1995) as well as 
from ESTAR (Berger et al., 2005) for electrons.
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Figure 8. Projections of PARTRAC calculations (ionisation and excitation events in water) for 
three different ion tracks with the same specific energy 6.25 MeV/nucleon. The magnified cut-outs 
with overlaid DNA (schematic) demonstrate the difference between densely and sparsely ionising 
radiation.

case of heavy ions, while sparsely ionising radiation creates fluctuations of dose 
only through the statistical nature of electron trajectories and their ionisation and 
excitation processes.

3.2. Radial Distributions of Energy Dose and DSBs

The local dose distribution has been subject to various theoretical approaches. The 
most detailed calculations stem from Monte Carlo simulations where the primary 
reactions of the ion along its trajectory are calculated in a statistical way and the 
probability for a reaction to happen is calculated from the relevant differential 
cross sections (Dingfelder et al., 1998; Dingfelder, 2002). A snap shot of the 
ionisation and excitation events along charged particle tracks in water as target 
material is plotted in Figure 8. It has been projected from a 3D Monte Carlo 
calculation with the code PARTRAC (Friedland et al., 1998, 1999, 2003), applied 
to a proton, an oxygen and a helium ion, respectively, at a specific energy of 
6.25 MeV/nucleon, corresponding to a velocity of 0.115c, where c is the speed 
of light. While especially for the proton track the single events along the center 
of the track (= core) can be resolved on the given scale, a continuous ionisation 
path is generated by the oxygen track where an ionisation is created within every 
atomic distance. Ionisation paths are also visible where secondary electrons carry 
some energy leading to ionisations at larger distances from the core. This more 
sparsely ionised region around the track core is sometimes called “penumbra”. 
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Although the average dose is smaller by orders of magnitudes in the penumbra 
than in the core, there are areas of relatively high dose close to the ends of the 
secondary electrons paths, where the highest stopping force of electrons occurs 
(see Figure 7). At these end points the ionisation density is high enough that 
there also exists a significant probability for DSB induction. A number of radicals 
is also formed from various molecules besides the DNA molecules, which can 
potentially create additional DSBs.

Monte Carlo simulations are laborious, and for certain applications it may be 
helpful to estimate the average energy dose at a given radial distance to the ion 
track center using an analytical expression. Analytical models have already been 
used for longer times for the calculation of microscopic dose distributions. Micro
dosimetry experiments were performed, where ionisation doses were measured 
in diluted gases and scaled to fluid water densities. Therewith dose distributions 
have been seen to scale with 1/r2 with r being the radial distance from the ion 
track core. Several analytical representations of such dose distributions were given 
by Butz and Katz (1967), Chatterjee and Schaeffer (1976), Xapsos (1992) and 
Chen et al. (1994). For some of them it is argued, that the energy deposited 
should be divided equally between core and penumbra region, which leads to 
some incongruities in the radial dose distribution at the core/penumbra interface 
(Chatterjee and Schaeffer, 1976). For other representations less crude assumptions 
on the track core are made (Butz and Katz, 1967). In general, comparisons of 
the analytical representations with the Monte Carlo calculations show quite good 
agreement in the penumbra region, where all calculations are also in good agree
ment with measured data. The agreement is, however, less favourable in the core 
region and also at the very far distances, where the 1 / r2 scaling ends. There, the 
analytical representations assume a sharp drop while the Monte Carlo calculations 
show only a faster decrease in dose. This decrease may be approximated by a 1 /r4 
scaling.

Using this approximation, an improved analytical representation was fitted to 
Monte Carlo simulation data of average radial dose distributions in water (Krämer 
and Kraft, 1994) for high ion energies (E/A > 1 MeV/nucleon):

r < r.r
ß

r, = 1 nm
ri <r < rk

with the radii rk = 45 nm(E/A)1-75 (6)D =
fk < — ''max

''max — 

> 'max
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Figure 9. Average radial dose distributions given by Equation (6) for four different ions with track 
directions perpendicular to the x-y plane. Looking at the dose distribution of 100 MeV l6O one can 
distinguish between the two different radial dependences (1/r2 and 1/r4, respectively) used in the 
analytical expression. The dose background over the whole area shown originates from the track of 
the fast 200 MeV proton. To avoid an infinite high dose in the center of the tracks the dose has been 
restricted to B/(0.1 nm) in the track centers. Because of graphical reasons the drawn surfaces near 
the track centers were radially expanded and are not to scale. Moreover, one should always keep 
in mind that the average radial dose distributions shown in this figure veil the stochastic nature of 
energy deposition due to the tracks of secondary electrons (compare Figure 8).

with

1 dE 1
B =--------------------------------------------------,

Ph2o dx 27rr, (5.28 + 1.75 ln(E/A))

Ph2o = 1.0 g/cm3 and £/A = kinetic energy divided by the mass of the particle 
measured in MeV/nucleon.

One has to be aware that, outside the core and up to rk, the integrated radial 
dose scales with ln(r) due to the 1/r2 dependence of the radial dose distribution. 
Thus a significant fraction of the energy is deposited in that region. Since the 
end point rk of the 1/r2 scaling increases disproportionate to the ion velocity 
(r* ~ (E/A)1-75 ~ v3-5), the interaction volume, where DSBs are most likely 
generated, depends heavily on the ion velocity. The absolute dose values depend 
on the stopping force dE/dx of the ion which again is a function of ion velocity 
and scales close to Z2 at high ion velocities (with Z = atomic number). The unreal 
infinity of the given dose distribution at r = 0 is meaningless if doses in real voxel 
volumina are determined.
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Figure JO. Organisation of the DNA molecule in nucleosomes where DNA is wrapped around 
histone proteins (side and front view, atomic resolution), and condensation of nucleosomes into the 
30 nm chromatin fiber. This photorealistic visualisation was copied from the work of Bernhardt 
(2002).

In order to illustrate the situation for different ions, the average radial dose 
distributions according to Equation (6) are plotted in Figure 9. Assuming a strict 
linear dose - DSB relationship and knowing the corresponding RBEDSb values 
(e.g. from experiments) one could scale these distributions also to average radial 
DSB distributions. Note that the diameter 2rk exceeds the diameter of a normal 
cell nucleus of about 10 /zm at energies exceeding 20 MeV/nucleon. At those high 
energies the total number Misb of DSBs created in a cell nucleus traversed by a 
single ion is lower than calculated based on Equations (3-5) since a fraction of 
the energy is deposited outside the cell nucleus.

3.3. Influence of Chromatin Structure on DSB Distribution

Since the damaging events are inhomogeneously distributed on a microscopic 
scale, Monte Carlo calculations offer the possibility for a detailed modelling of 
DSB distributions along the ion track and also of their radial distributions. To 
do so, a detailed model of the DNA and chromatin structure and its organisation 
within a cell nucleus is needed. In addition, all mechanisms, direct ionisation and 
excitation processes on DNA as well as the effects of radicals created by the 
radiation in the vicinity to a DNA molecule have to be taken into account. The
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radial distance from track center (pm)
Figure 11. Average fraction of DSBs found within a given radial distance from the ion track center 
as calculated by the PARTRAC code for different ions with the same velocity.

microscopic double-helical structure of the DNA, its organisation around nucle
osomes and its compaction into the 30 nm chromatin fibers are well investigated 
(Figure 10). To what degree higher order chromatin organisations are present in 
the cell nucleus, and how these structures look like, is still under discussion. From 
the total length of 30 nm chromatin fibers (5.5 cm) in a human cell (corresponding 
to 6 x 109 base pairs of DNA) the volume occupied by chromatin within one 
cell nucleus can be calculated to 39 gm'. Regarding the average volume of the 
nucleus (710 gm3) one can estimate that only about 5% of the cell nucleus is made 
of chromatin. The remaining space is filled mainly by water and an additional 
fraction of other organic molecules.

The current PARTRAC code assumes a homogeneous distribution of chro
matin fibers in the cell nucleus. Basic elements are 150 nm long chromatin fiber 
rods arranged in rosette-like structures with stochastic variations (Friedland et 
al., 2003). Based on this model for a cell nucleus the PARTRAC code is able 
to calculate the spatial distribution of radiation induced DSBs. The average frac
tion of DSBs found within a given radial distance from the ion track center is 
plotted in Figure 11 for various ions which all have the same specific energy 
{E/A = 6.25 MeV/nucleon). Each curve is the average of 10000 individual ion 
trajectories for protons and alpha particles and 5000 trajectories for the heavier
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Figure 12. Average fraction of different DNA damage events generated beyond a given radial dis
tance from a 100 MeV 16O ion track center as calculated by the PARTRAC code. Each curve is 
normalised to a value of 1 for the track center (i.e. r = 0).

ions. The plots were normalised to an integrated value of 1 and have to be mul
tiplied with the total number of DSBs created along a given ion track segment in 
order to obtain the average number of DSBs generated within the radius r. The 
calculations show that a significant proportion of the DSBs are found in the core 
region (i.e. 1 nm) but that there is still a considerable fraction of DSBs which 
is created at a distance from the core exceeding 100 nm. It is also remarkable 
that there is a difference in the DSB distribution for the heavier ions as compared 
to protons. The heavier ions have a higher relative yield for DSBs in or close 
to the core. This effect may be explained by the high density of damaging events 
induced by different primary or secondary reactions and which interact to enhance 
DSB induction in the core region. Speaking strictly in terms of RBEdsb values a 
definition of radial dependent values RBEDSB(r) would be necessary with higher 
values for small radial distances. This means that a global scaling of radial dose 
distributions using an uniform RBEdsb value as mentioned at the end of Sec
tion 3.2 is not expected to give accurate radial DSB distributions, especially not for 
heavy ion tracks. Besides radial distributions the PARTRAC calculation can also 
give an overview in which way DNA strand breaks are created (see an example 
for 100 MeV 16O ions in Figure 12), whether by direct breaks from ionisation 
and excitation of the DNA molecules themselves or by indirect interaction from 
radicals produced mainly in water surrounding the DNA. The latter is about two 
times more efficient in damage creation than the direct processes (Michael and 
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O’Neill, 2000). Figure 12 shows in addition the fraction of DSBs and of DSB 
pairs generated beyond a given radial distance from the ion track center. A DSB 
pair consists of two lesions on the same modeled DNA fiber rod and constitutes 
an even more serious damage to the DNA than an isolated DSB. Since the DNA is 
organised in higher order structures the probability of creating a second lesion on 
the DNA molecule in close vicinity to another lesion is enhanced. This enhance
ment is especially prominent in the core of the ion track where the ionisation 
density is the highest. Thus, the radial distribution of DSB pairs decreases faster 
with increasing distance from the ion track center than the DSB distribution. Up to 
now, there is no experimental information available to prove and maybe to refine 
the predicted radial DSB and DSB pair distributions.

3.4. Longitudinal DSB Distributions

There would be a random distribution of DSBs in longitudinal direction along the 
ion track if the DNA molecules were distributed homogeneously inside the cell 
nucleus. However, the fiber structure of the chromatin exerts a strong influence 
on the longitudinal distribution of DSBs. In a first approximation the situation is 
illustrated in Figure 13. Here schematic chromatin fibers without internal struc
ture are projected from a cuboid (1 gm x 1 gm lateral, 300 nm projected onto 
image plane) assuming a statistical distribution of the fibers within the volume. 
The ionisation track structure of a 100 MeV oxygen ion is overlaid onto this chro
matin distribution. The probability that the ion passes directly through a chromatin 
fiber is low, but if it hits a fiber it produces a DSB cluster, which means several 
DSBs in close vicinity which are separated by a larger distance from the next 
DSB cluster. Some additional DSBs are created at larger radial distances from 
the ion path when secondary electron cascades end in or close to a DNA fiber. It 
is important to note that in reality the 30 nm fiber is arranged in a higher-order 
conformation, which as yet is not characterised. Already in Figure 4b it is evident 
that the chromatin is not distributed homogeneously inside the cell nucleus.

Experimental analysis of repair factor foci by conventional optical microscopy 
cannot resolve reliably the individual DSBs within one DSB cluster, due to the 
ultimate resolution of optical microscopy (200 nm) and the repair factor depen
dent extension of the fluorescent foci (~1 gm). Thus, the number of visible foci 
corresponding to DSB clusters or sufficiently separated DSB sites (i.e. ^1 DSB), 
respectively, is expected to be lower than the calculated number of DSBs. The 
number of DSB clusters can also be estimated from the PARTRAC code. In our 
analysis we put all DSBs into one cluster which are generated on one 150 nm long 
fiber section (corresponding to 1.8 x 104 base pairs). Figure 14 shows, for a variety 
of ions and ion energies, the numbers of DSBs per path length expected when
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Figure 13. Illustrative visualisation of DSB and DSB-cluster induction along the track of an ener
getic ion. The projection of a 100 MeV 16O ion track structure (PARTRAC) is overlaid on a simple 
model for a cell nucleus containing homogeneously distributed chromatin fibers. The fibers occupy 
a volume fraction of about 5%. A 300 nm thick layer of this model is projected perpendicularly to 
the image plane. Green marked fiber sections are thought to be directly hit by the ion track center.

assuming the linear extrapolation from sparsely ionising radiation (left column). 
The middle column shows the numbers of DSBs per path length as calculated from 
the PARTRAC code, which demonstrates an increased formation of DSBs due to 
the high ionisation density in the core region of the heavier ions. The relative 
biological effectiveness for DSB induction, RBEDSb, was found to lie between 
RBEdsb = 1-3 for 6.25 MeV protons and RBEDSb = 2.6 for 75 MeV carbon 
and comparable ions. For comparison, experimentally determined RBEDsb data 
ranging from 1.2 (for 21 MeV protons) to 2.8 (for 65.6 MeV oxygen ions) are also 
shown. These data were deduced from a comparison of experimentally obtained 
DNA fragment-size distributions with the outcome of simulations based on an 
analytical model for the radial dose distribution and Monte Carlo models for the 
distribution of chromatin in the nucleus (Friedl et al., 2003). The numbers of DSB 
clusters per path length, as determined by the PARTRAC code, are shown in the 
right column in Figure 14. For the densely ionising tracks of heavy ions where a 
strong clustering of DSBs can be expected these numbers are even lower than the
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Figure 14. Left column: numbers of DSBs per ion track length (Adsb/Ax) for different ions 
obtained by extrapolating from sparsely ionising radiation (i.e. RBEøsb = D- Middle column: 
numbers of DSBs per ion track length (/VoSB.ion/Ax) weighted by the corresponding RBEdsb 
value. RBEDsb data stem from PARTRAC monte carlo simulations (black) and experiments (red), 
respectively. Right column: numbers of DSB clusters per ion track length (/Vdsb cluster/Ax) as 
obtained from PARTRAC calculations. These values are reduced relative to the values of the middle 
column by the average number of DSBs found within one cluster. A simple geometric estimation 
concerning directly hit chromatin fibers (further explanation in the text) is also shown in the right 
column (blue).
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numbers of DSBs per path length obtained from linear approximation (compare 
right and left column).

One can also estimate the minimum number of expected DSB clusters per 
track length considering the volume fraction of 5% occupied by chromatin fibers. 
For dense ion tracks, where each hit of a fiber by the track center should lead to 
the generation of a DSB site, counting simply the number of these hits leads to 
an average of about 1.4 predicted DSB sites per gm (see also right column in 
Figure 14).

To investigate the relationship between expected DSB sites and repair protein 
foci HeLa cells were irradiated by 29 MeV 7Li and by 24 MeV 12C ions at an 
angle of about 10° to the image plane of the epifluorescence microscope. Using 
an interpolation between the PARTRAC data the number of DSB clusters is pre
dicted as 1 to 1.5 clusters per gm for 29 MeV 7Li and as 3—4 clusters per gm for 
24 MeV l2C ions. Considering the optical resolution during fluorescence analysis 
and the extension of foci one would expect a more or less continuous line in the 
fluorescence micrograph along the tracks for the last-mentioned ion type. Our 
experiments show a much lower linear focus density than expected (Figure 15), 
namely on average about 0.8 foci per gm for both kinds of ions, albeit with a 
large statistical variation. Note that the counting of foci is difficult because of the 
presence of sub-structures visible at the larger foci where several small foci might 
be resolvable in higher resolution micrographs. These sub-structures might be due 
to clustering of foci by diffusion within the nucleus of the living cell to form larger 
foci several minutes after irradiation (Aten et al., 2004). Another reason for the 
larger than expected distance between the foci may lie in an additional higher 
order organisation of the chromatin. A recent model (Cremer et al., 2006) based 
on high resolution fluorescence images and electron microscopy proposes that the 
chromatin occupies small domains of high chromatin density while an interchro
matin compartment consisting of channel- and lacuna-like structures separates 
the chromatin domains (for an illustration, see Figure 16). Such a gross structure 
would enhance the number of DSBs per cluster, resulting in larger clusters, but in 
a lower number of separated clusters.

4. Future Prospects

The most important advantage of Monte Carlo calculations over analytical models 
is the capability to include the microscopic dose fluctuations caused by secondary 
electron cascades and their end points where the electron energy loss is largest. 
In order to obtain reliable data for DSB induction and distribution, accurate dif
ferential cross sections for the electronic interaction of energetic ions in matter
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Figure 15. Left side: fluorescence micrographs (optical slices) of HeLa cell nuclei irradiated with 
single 29 MeV 7 Li or 24 MeV l2C ions, respectively. The direction of the ion tracks encloses an 
angle of 10° with the image plane. 15 min after irradiation the cells were fixed and 53BP1 DNA 
repair factor accumulations were visualised by indirect immunofluorescence (green signal). Image 
stacks were taken using a motorized epifluorescence microscope and processed by deconvolution 
software. Right side: Corresponding three-dimensional reconstructions of image stacks were per
formed for the immunofluorescence signal using rendering software. The foci structures (red colour) 
of the DNA repair factor accumulations along the ion tracks reveal the distribution of DSB sites at 
the time of cell fixation.

and a realistic model for the DNA organisation within cell nuclei are needed. In 
particular, the present disagreement observed between calculations and observa
tions of longitudinal DSB distributions along ion tracks may reflect a higher-order 
chromatin organisation that has not yet been adequately considered in the Monte 
Carlo approaches.
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Figure 16. Chromosome territory-interchromatin compartment (CT-IC) model (Cremer et al., 
2006). This model emphasizes that chromosomes occupy distinct territories in the cell nucleus. 
Chromosome territories (CTs) are built up from focal chromatin domains representing higher or
der chromatin structures with a DNA content in the range of about 106 base pairs. Each of these 
chromatin domains is thought to consist of a series of chromatin loop domains of about 105 base 
pairs. The model also emphasizes the presence of an interchromatin compartment (IC) with the 
most peripheral branches connected to the nuclear pores and protruding to the nuclear interior both 
between neighbouring CTs and into the interior of individual CTs. Actively transcribed genes locate 
at the chromatin surfaces exposed to the IC which contains nuclear bodies involved in various 
functions like transcription, splicing, replication and repair.

From the physical viewpoint, DSB induction is a certain endpoint resulting 
from interaction processes of ionising radiation with tissue. The energy transfers 
through ionisation, excitation and radical formation are the starting points which 
may end in the creation of DSBs. After completion of this physical and chemical 
stage within a timescale of nanoseconds biological processes occupied with the 
answer to the DNA damage take place in the living cell. Although a lot of DNA 
repair factors have been identified over the last decade, little is known on the 
spatiotemporal organisation of DSB repair, especially with respect to the structural 
organisation of DSBs within the cell nuclei. Even simple questions are not yet an
swered: Are there certain repair factories in the cell nucleus where damaged DNA 
is treated by the repair factors? Are the repair factories created at the damaged 
chromatin or has the damaged chromatin to move to the repair centers? What is 
the dynamical behaviour of the foci which are known to be formed by a number 
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of repair factors around DSBs? Do the foci move around and at what speed? What 
is the sequence of recruitment of repair factors, which one is earliest, which repair 
factors depend on each other?

These questions may be answered by radiation biology experiments preferen
tially performed at high energy ion microprobes. There the damaging action of 
ionising radiation can be induced by targeted irradiation which makes the cellular 
follow-up reactions accessible in space and time.
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Abstract

Ions play a dominant role in the experimental fusion reactor ITER. In this 
article some aspects of ion interactions will be discussed briefly: fast ion beams 
to produce fast neutral beams used for current drive and heating, and plasma 
surface interaction. The fusion plasma with a typical temperature of several 
tens of keV has to be brought into contact with a physical wall in order to 
remove the helium produced and drain the excess energy in the fusion plasma. 
Without cooling, the plasma would degrade the wall and the debris from the 
wall would extinguish the plasma. Therefore, schemes are developed to cool 
the plasma edge. The resulting plasma-surface interaction concerned in ITER 
is facing several challenges including surface erosion, material redeposition 
and tritium retention.
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1. Introduction

Ion beams provide unique opportunities to probe and modify matter as witnessed 
at the ION06 conference and the present volume. Ions created in a dedicated 
source have properties that can be tailored very precisely in an ion beam. Con
sequently, such beams have important applications in determining surface and 
interface structure, and in addition in modification of materials near a surface. 
Another way to produce quasi unbound ions is in plasma. In the plasma the total 
charge state is zero, it is quasi neutral, but the properties of the plasma can widely 
vary because the ion and electron translational temperatures in the plasma can vary 
from close to zero to phenomenal, multi keV temperatures in laboratory plasma 
and stars (McCracken and Stott, 2005). In fact, the plasma state is the predominant 
state of matter in the universe.

Fusion of light elements is the energy source of the stars and when carried out 
in a controlled fashion would make an almost unlimited amount of energy avail
able on earth. There is two ways to achieve this in principle: inertial confinement 
fusion where the density and temperature of a small volume are raised to extreme 
levels during very short pulses, as discussed elsewhere at this conference, and 
magnetic confinement fusion, in which the nuclei to be fused are magnetically 
confined in a hot (tens of keV) plasma for so long, that a stable plasma heated 
internally by nuclear fusion reactions can deliver excess energy to the outside 
world. Very recently, a major step towards the realisation of fusion energy has 
been taken. On June 28th 2005, the ITER partners China, the European Union, 
Japan, the Russian Federation, South Korea and the USA agreed to construct 
ITER in Cadarache, France. ITER is the large international fusion reactor and a 
major step on the way (ITER is Latin for “the way”) to commercial exploitation of 
nuclear fusion for the production of electricity. Later India joined the project, and 
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it is expected that before the end of 2006 all treaties bringing ITER into existence 
will have been signed and ratified by all parties concerned.

ITER is a fusion reactor of the “tokamak”-type, in which a hydrogen plasma is 
confined in a torus by means of strong magnetic fields (Braams and Stott, 2002; 
McCracken and Stott, 2005). ITER must demonstrate tenfold power multiplica
tion in a controlled fusion process, at a power level in excess of 500 MW and 
during pulses of 10 minutes or longer. Experiments with ITER should lead to the 
solution of the remaining physics problems on the way to fusion (ITER Physics 
Basis Editors et al., 1999). It will be used to address a number of technological 
issues that will be important in the construction of commercial reactors (ITER; 
Ongena and vanOost, 2002; Samm, 2003; Lister and Weisen, 2005).

In ITER’s very large vacuum vessel, filled with plasma with a degree of ioniza
tion of unity, a very high temperature can be realized. Therefore, ITER is a place 
where many complex interactions involving ions take place. In this article I will 
only mention two, the use of ion beams to heat the plasma, and the interaction of 
the plasma and the physical wall of the device.

2. ITER and Fusion Energy

Nuclear fusion reactions proceed only at temperatures which are roughly six 
orders of magnitude higher than those required for regular chemical reactions, 
because of the Coulomb repulsion of the nuclei concerned. The reaction with 
the lower activation energy is the one between deuterium and tritium. This is the 
reaction of choice in ITER:

2d+ + 3T+ n + 4He++ + 17>6 MeV

For comparison we list the energetics of carbon monoxide combustion:

2CO + O2 2CO2 + 10eV.

The six orders of difference in magnitude of the barrier is reflected in the exo- 
thermicity of the two reactions. Per unit of mass of the “fuel” the energy release 
of the fusion reaction is even seven orders of magnitude larger than that of the 
chemical reaction.

Most (80%) of the energy of the DT-fusion is carried away by the neutron. 
It is captured in a blanket containing Li, in a reaction in which also tritium is 
regenerated:

6Li + n -+ 3T +4 He + 4.78 MeV.
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This yields the overall reaction equation for a fusion reactor:
2D 4- 6Li -> 2 4He + 22.4 MeV.

This reaction shows that 2D and 6Li constitute the fuel for fusion. 2D and 6Li are 
abundantly available. The exhaust of a 1 GigaWatt fusion plant is only 250 kg of 
benign He per year. The latter is to be compared to 7.2 x 109 kg of CO2, which is 
released by a 1 GigaWatt coal fired power plant.

The DT fusion reaction is not a chain reaction, a fusion reactor cannot have an 
energetic runaway. A fusion reactor is thus inherently safe and will not cause a 
nuclear explosion. Some components inside the fusion reactor become activated 
during the operational lifetime, but the total radio toxicity decays rapidly, drop
ping by four orders of magnitude within the first 100 years, to a level that allows 
recycling of the material. In addition, operation of a fusion plant does not require 
transport of radioactive fuel or waste. The fuel is abundant, practically unlim
ited, very cheap, and available to everyone, which could greatly reduce political 
tension. Fusion is one of the few options for large scale power generation. In sum
mary, a fusion plant would be a very desirable addition to the world’s capabilities 
to generate energy in a sustainable fashion.

The rate coefficient (av) for the DT- reaction peaks at a value of 1021 m-3s-1. 
The peak occurs at a Maxwellian temperature of 70 keV. For the fusion power 
output also the ion density plays an important role. For a given product of density 
and temperature (pressure) we find that the maximum output of fusion power 
is given around an operation temperature of a fusion reactor of 10-30 keV. At 
those temperatures all light atoms are fully stripped of their electrons. Obviously, 
the contact of the hot plasma with a material wall has to be avoided, because 
the wall will be evaporated, the evaporated matter will be ejected into the hot 
plasma, and the plasma will be extinguished by the resulting fast cooling. In 
ITER, and other so-called Tokamak reactors this is done by confining the plasma 
in a doughnut-shaped magnetic field. In the picture of ITER in Figure 1, the 
doughnut-shaped plasma chamber, surrounded by magnets, can clearly be seen. 
The magnetic field is so strong that the ions and electrons can only move along 
the field lines, reducing the plasma transport perpendicular to the magnetic field 
lines by 14 orders of magnitude. This brings the thermal conduction of the hot 
plasma to the wall down so much, that a temperature difference of 100 Million K 
over a distance of about a meter can be sustained. The magnetic field is produced 
by superconducting coils, which implies that the vacuum vessel of ITER contain
ing the hottest (macroscopic) volume on earth is placed inside the worlds largest 
liquid-He cryostat.

Perhaps the most crucial element of magnetic confinement fusion is the stabil
ity of its confinement. Most efforts of the fusion community in the past have been
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Figure 1. Artists view of ITER. The toroidal plasma chamber is clearly visible. Some parameters 
are: major radius 6.2 m; minor radius, 2 m; vertical elongation, 1.86; plasma current, 15 MA; 
magnetic field, 5.3 T; plasma volume, 850 m3; fusion power, 5(X) MW; power multiplication Q, 
10. From (ITER).

devoted to proper confinement of the plasma and major breakthroughs have been 
realised. This is nicely illustrated in Figure 2, where the experimental confinement 
time of plasma in many different tokamaks is plotted against the confinement time 
as derived from various models. From the figure it is clear that ITER is a direct 
extrapolation from existing machines and scaling such as the one shown here 
demonstrate that ITER will be built on very solid grounds. Nevertheless, ITER is 
a scientific experiment and the last step between fusion science and fusion reactor 
engineering. It is obvious, that this article is not the place to discuss the scientific 
issues for ITER in any detail. The reader is referred to other sources, notably
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Confinement Time from Model (s)

Figure 2. Experimental data from all the major tokamaks in the international fusion program, 
showing how the measured confinement time fits model calculations of the confinement time. 
Extrapolating this scaling, the confinement time is predicted to be almost an order of magnitude 
higher for the present and previous ITER design. The confinement time is a measure how much 
external energy needs to be provided to run the tokamak in steady state. From McCracken and Stott 
(2005).

also on the web (ITER; Samm, 2003). In this report we limit ourselves to briefly 
introducing neutral beam heating and plasma-surface interaction.

3. Neutral Beam Heating

The very high temperatures of many keV in a fusion reactor can only be created by 
extensive heating systems. In Tokamaks several heating schemes are used (Braams 
and Stott, 2002; McCracken and Stott, 2005). Each of these schemes should be 
able to deposit tens of MW’s into the plasma. Using a coil around the inner struc
ture of the tokamak, inside the doughnut, as the primary winding of a transformer, 
currents can be induced in the plasma, which lead to Ohmic heating. Besides, 
electromagnetic radiation of several frequencies can be employed to resonantly
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Figure 3. Neutralization rate for hydrogenic ions in a gas neutraliser as a function of the ion energy. 
The figure demonstrates that for high neutral beam energies, negative ion beams have to be used. 
From Koch (2006).

heat modes of motion of either the electrons or the ions. Finally, the plasma can 
be heated and directional current can be driven by injecting energetic hydrogenic 
ions into the plasma (Pamela, 1995). Due to the very strong magnetic field of 
tokamaks these particle beams can not be charged when entering the tokamak 
through the magnetic field. The ions would be deflected away from the plasma. 
Therefore, ion beams need to neutralized before passing through the magnetic 
field into the plasma. In the plasma the neutral beam will be gradually ionized. The 
easiest way to neutralise ion beams is by using a gas neutraliser. The efficiency 
of neutralization in this case is plotted in Figure 3 (taken from Koch, 2006). It 
is clearly seen that for positive ions the neutralization efficiency drops markedly 
above 100 keV. The reason for this is that at the corresponding velocities the 
nuclear velocity is much higher than the classical orbit velocity of an electron in 
a hydrogen atom, and those electrons would have to “jump” on to the moving 
deuteron. Conversely, a negative ion can easily detach its most weakly bound 
electron at any velocity. Since each neutral beam heating system has to deposit 
several MW into the core of plasma, neutral beam energies of 1 MV or more are 
foreseen to obtain the proper penetration, and those cannot be realized starting 
by using positive ion sources. Negative ion beam based neutral beam heating is 
applied on several machines and a representative example is shown in Figure 4, 
where the neutral beam heating system of the large helical device (LHD) in Japan 
is shown (Kaneko et al., 2003). The LHD is not a tokamak but a Stellerator, another 
type of magnetic confinement. From the overview drawing it can be seen that the 
neutral beam injection system consists of a negative ion source, followed by a
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Figure 4. Arrangement of beam lines and the location of beam armour plates in the vacuum vessel 
of the Large Helical Device in Japan. Three tangential beam lines are installed, and each beamline 
has two negative ion sources side by side, followed by a single neutraliser. Note the scale in the 
lower right. From Kaneko et al. (2003).

gas neutraliser. In 2002 the total power of the three beams was about 10 MW, at 
acceleration voltages of 160-180 keV, and pulse lengths of 2 s. The interaction 
between the beam and the plasma is a complex issue not to be addressed here. In 
fact, the stopping power of the fusion plasma is a property analogous to the well 
know stopping power for ions in solids. If under circumstances not all the power 
available in the beams is transferred to the plasma, the walls might be damaged. 
Therefore, special armour is installed to protect the vacuum vessel to the very high 
power load imposed by the beams. For ITER the building of megavolt accelerators 
of multi-ampere D“ beams will be a major challenge.

4. Plasma-Surface Interaction in Fusion Devices

Another major area where ion interactions play a crucial role is where energetic 
ions hit physical surfaces. This is part of the well studied field of plasma-surface 
interaction (PSI). This is an area of very exciting research, where PSI in ITER 
will be radically different from PSI in its predecessors, and in other areas such 
as plasma etching (Winters and Coburn, 1992). A typical plasma pulse in a con
temporary, non-superconducting tokamak lasts at most tens of seconds. An ITER 
pulse will last at least 500 seconds and continuous operation is foreseen. While 
the electron, ion and power fluxes to the wall in ITER will be only a factor of 
2-3 higher, the accumulated particle and energy loads of the surfaces concerned
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Tpulse(S)
Figure 5. Parameter space for fusion devices plotted against fusion triple product, a measure for 
confinement, and pulse duration. It is clear that most devices operate at short pulses and that up 
to now the path towards a working reactor was chosen to follow an increase in triple product first, 
only later to be followed by long pulse experiments. From the website of the large helical device: 
http://www.lhd.nifs.ac.jp/en/home/lhd.html.

in ITER will be up to 4 orders of magnitude higher than for the earlier machines. 
In terms of wall-load, a single ITER pulse is comparable to at least a year of 
operation of JET, presently the largest fusion device in the world. It is a very large 
challenge to construct walls that can sustain the loads to be expected in ITER. It 
is a very interdisciplinary problem (Kleyn et al., 2006b).

The development of fusion devices and PSI therein can be summarized very 
nicely with Figure 5. Here is plotted the performance of various machines as a 
function of the fusion triple product, the key figure of merit for reaching ignition 
in a magnetic confinement device, and the pulse duration (Braams and Stott, 2002; 
Motojima et al., 2002, 2004; McCracken and Stott, 2005). It is seen that most 



96 A.W. Kleyn MfM 52

effort has been devoted to reach very high plasma densities, high temperatures and 
sometimes even break even for a short time. It is also seen that there are devices 
such as Triam in Japan, Tore Supra in France, and LHD in Japan, where plasma 
operation for extended periods was achieved, but at lower plasma performance 
(see e.g. Mutoh et al., 2006). In ITER the ambitious goal is sustained burn with a 
power amplification of 10, which is a formidable job as far as PSI is concerned.

The first PSI question to be addressed here is: where does the plasma hit the 
surface and why (Federici et al., 2001, 2003; Philipps, 2002, 2005; Philipps et al., 
2003 Samm, 2002, 2003, 2005)? The primary wall is supposed to be completely 
protected against impact of the plasma by the confining magnetic field. Diffusion 
across this field is strongly suppressed. But some diffusion across the field always 
occurs. Delicate equipment inside the toroidal plasma chamber is protected from 
plasma impact by so-called limiters. Impact on those devices is also unlikely under 
normal conditions, but they are designed to take a large power load in exceptional 
cases. In the so-called divertor the plasma is deliberately brought in contact with 
the wall. The reason for this is simple: in a burning DT-plasma He is produced. 
If the He remains in the core of the plasma, it will gradually dilute the burning 
DT mixture, and eventually extinguish the nuclear fire. In addition, the heating 
power released into the plasma volume by the He++ formed and the initial external 
heating has to be exhausted via the wall.

4.1. Divertor Physics

In Figure 6 a cross section perpendicular to the toroidal field shows the divertor. 
The magnetic field surrounding the plasma core is designed to block any transport 
across it to the wall. The field lines form nested flux surfaces as shown on which 
the particles run around the torus according to their thermal speed. The outmost of 
such magnetic flux surfaces is called “last closed flux surface” or LCFS. Below the 
LCFS the so-called X-point is shown. The magnetic field lines outside the LCFS 
are designed to intersect the wall in the divertor region. Plasma that by diffusion 
has moved outside the LCFS in the divertor region will eventually hit the divertor 
surface. The angle between magnetic field lines and divertor surface is very small, 
a few degrees only, to reduce the specific heat load.

At the divertor plate the ions from the plasma are neutralised on the surface. 
The neutralization step will result in electron or photon emission and surface 
heating. In addition, neutral particles will be formed on the surface, that leave 
the divertor plates as atoms, molecules, clusters or even dust particles and are 
reionized when entering the plasma. Once ionised the magnetic field guides the 
ions and the plasma flow forces them to return to the surface, where again neu
tralisation occurs. Resonant charge transfer reactions with neutral gas produces
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Figure 6. Poloidal cross section of a tokamak, defining the various regions of the plasma and the 
boundary walls. Important regions are: the plasma core, the edge region just inside the separatrix, the 
scrape off layer outside the separatrix and the divertor region, which is an extension of the scrape off 
layer plasma along field lines into the divertor chamber. The divertor structure is designed to prevent 
neutrals from leaving the divertor. In the magnetic flux region below the X-point, the magnetic field 
lines are spiralling downward to intersect the wall at the vertical divertor target plates, and are 
isolated from the rest of the plasma. In the divertor region intense plasma surface interaction will 
take place. From Federici et al. (2001).

hot, electronically excited neutral atoms, which exhaust a significant fraction of 
plasma energy by radiation onto large sections of the walls when leaving the 
plasma. In addition, neutrals and impurity ions are excited by electron impact 
which leads to more electromagnetic radiation. Electrons and ions originating 
from the core plasma are thus effectively cooled by radiation and charge exchange 
processes from the keV range to preferably below 1 eV (Samm et al., 1993; 
Samm, 2002). The plasma ions can undergo many neutralization-reionization cy
cles before they leave the plasma regions as neutrals towards the vacuum pumps 
under the divertor. At plasma temperatures around a few eV inside the divertor 
the plasma is in a so-called detached state (Stageby, 2000). The surface is thus 
protected by a dense plasma with a low degree of ionization. This dissipative layer
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Figure 7. A vertical cross section through the ASDEX and JET tokamaks, with a measurement of 
the emission from the plasma. It is clear that below the X-point the plasma is efficiently cooled 
by radiation, and that the maximum of the radiation is detached from the divertor surfaces. From 
Kallenbach et al. (1999).

that radiates large amounts of the power carried by the incident plasma has been 
studied extensively, and a nice view on it is reproduced in Figure 7 (Kallenbach 
et al., 1999). It is seen that most of the power radiated does not come from the 
surface region but slightly above it. The plasma is detached from the wall and the 
wall is protected by it. Nevertheless, the power load on the surface of the divertor 
in steady state is still formidable in ITER, up to 10 MWm-2.

4.2. Wall Materials and Lifetime

The materials of the various walls are of critical importance, because they might 
be emitted in some form into the divertor plasma, contributing to the plasma 
chemistry and to the radiation level in the plasma. The role of the divertor surface 
and its material composition require much more study. Requirements for divertor 
materials are:

• Good thermal and electrical conductivity,
• Low probability of ending up in the core plasma, and
• If ending up in the core plasma: low Z.

The low Z requirement follows from the fact, that ions which are not fully stripped 
act as a heat sink in the plasma, due to continuous excitation/de-excitation cycles 
of inner shell electrons by plasma electrons. If the plasma can be tailored such, 
that divertor material will never end up in the core, the low Z requirement can
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Figure 8. Erosion rates for Carbon surfaces by low temperature plasma. From Roth et al. (2005).

24

be relaxed. Because this is not yet completely certain, the provisional choice of 
materials for ITER is:

• W for limiters,
• Be for the primary wall, and
• Carbon for the divertor target plates.

The argument in general for this choice is beyond the present paper, and the 
reader is referred to other papers (Federici et al., 2001, 2003; Samm, 2003). Some 
arguments will be touched on later in this article.

The erosion rate for carbon surfaces as a function of the incident plasma flux 
is shown in Figure 8 (from Roth et al., 2005). What is seen is that the erosion 
rate drops remarkably with the incident flux. This might be at first sight very 
surprising, because several erosion mechanisms such as physical sputtering or 
chemical etching can be expected to be linear in the flux of the etching particle. 
This is because the PSI enters into the so-called strongly coupled regime (Kleyn 
et al., 2006a). This means that the mean free path of the plasma particles and 
the etch products is much smaller than the system size. The particles can simply 
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be atoms, but also hydrocarbon molecules and even carbon containing dust. Dust 
particles in the critical size range of 1-10 nanometres are thought to play an essen
tial role (Höllenstein et al., 1996; Höllenstein, 2000; Winter, 2000). The particles 
produced at the surface are interacting in the plasma, getting reionized and are 
redeposited at the surface, because these ions are confined by the strong magnetic 
field available. The eroded particles are thus effectively recycled near the surface. 
The higher the plasma flux, the higher the recycling probability and thus the lower 
the effective erosion yield. In fact, in certain regions deposition will be the result 
of the recycling in the strongly coupled region and wall material can effectively 
be transported inside the machine. This has important consequences when tritium 
is present in the machine.

4.3. Tritium Retention

Because tritium is radioactive, most of the tritium should be in the plasma volume 
or in the gas processing plant, but not retained or trapped elsewhere. Hydrogen 
and its heavier isotopes deuterium and tritium can be adsorbed with long resi
dence time in deep pores in the walls. In addition, they readily form compounds 
with carbon. In these compounds the deuterium and tritium present in a fusion 
reactor are not available for the fusion reactions in the plasma, but are retained 
somewhere in the vacuum vessel or walls. For hydrogen and deuterium this is only 
an operational problem, because there is hardly an upper limit to the amount of 
hydrogen in a tokamak. For tritium the retention in the walls is a serious problem, 
because the amount of tritium allowed in the reactor is small.

From present tokamak experience it is definitely concluded that the over
whelming majority of the long term tritium retention is due to co-deposition of 
tritium along with eroded carbon forming tritium saturated carbon co-deposits. 
Like H and D, T is very reactive with carbon and can form a variety of molecules. 
To evaluate the scientific basis of this process and to improve our predictions for 
future devices comprehensive action is needed. The reactivity of D and T will be 
considered to be similar, so that the majority of studies can be carried out with D.

4.4. Research on ITER Relevant Plasma Surface Interaction

Of course ITER itself will serve as an important test bed for the divertor de
sign. However, supporting experiments in smaller devices are indispensable in 
approaching a deeper understanding of the processes. The issue of PSI and wall 
materials in reactor conditions is far from settled. Tokamaks are needed to study 
the complex interplay of main chamber plasma and divertor plasma in toroidal 
geometry. The most important large scale experiment in this context is planned 
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to be conducted on JET by modifying the JET wall with an ITER-like mix of 
materials (www.JET.org). On a smaller scale, but addressing the processes in 
more detail with specialised diagnostics, experiments on plasma-wall interaction 
are performed on other tokamaks, like e.g. on TEXTOR in Jülich. TEXTOR is 
operated by the Trilateral Euregio Cluster collaboration (TEC: FOM Institute 
for Plasma Physics Rijnhuizen The Netherlands, Institute for Plasma Physics 
Forschungszentrum Jülich Germany, Royal Military School Brussels Belgium). 
However, most present tokamaks are short-pulsed compared to ITER. Their rather 
small duty cycle and lack of easy access for PSI diagnosis give rise to uncertainties 
with respect to long term erosion and deposition processes. From this problem 
the need for steady-state experiments with the relevant PSI parameters will be 
obvious. Such experiments should allow addressing the issues discussed above 
in an open and well-accessible, steady state flexible laboratory environment. The 
accessibility allows the use of in-situ real time plasma and surface diagnostics, 
so that processes can be studied while they happen, with the plasma on. Samples 
should be transferable, if necessary under vacuum, to surface analysis facilities. 
Modifications, changes to materials etc should be introduced relatively quickly. 
Thus, smaller scale laboratory experiments, with steady-state capability and heav
ily equipped with diagnostic tools, will complement the studies of plasma-wall 
interaction in tokamaks.

5. Experiments to Study ITER Relevant Plasma-Surface Interaction

The ideal experiment is sketched in Figure 9. Essentially, a small slice out of 
the circular ITER divertor is taken. Please note that the ITER magnetic field is 
almost perpendicular to the plane of the paper. In fact, in ITER the magnetic field 
intersects the divertor plates at an angle of a few degrees. Above it, a plasma 
generator needs to be build delivering a plasma of ITER-like characteristics with 
a temperature and density that is high enough that the plasma will diffuse perpen
dicular to the field lines and intersect the surfaces to be studied with the ITER-like 
powers and fluxes. Basically, this is not possible, because such a plasma generator 
does not exist, other than a real Tokamak that the smaller scale experiment tries 
to mimic but not to copy. The only way to realise such an experiment is to use the 
geometry given in Figure 10.

A plasma source delivers the plasma the required energy and particle density. 
This plasma is magnetically confined and impinges on a target at grazing inci
dence. The device has opportunities for heating the plasma by radio-frequency 
radiation, and by biasing the target. It should be noted that the similarity to the 
ITER case and Figure 10 is limited. The aim in the linear experiment of Figure 10
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Hot fully ionizing source

Figure 9. Schematic diagram showing how to construct an experiment to mimic interactions at the 
ITER divertor. The divertor region is taken from Figure 6.

Figure 10. Schematic drawing of a linear experiment to study plasma surface interaction.

is to have conditions similar to those in ITER in the last 1-2 centimetres before 
the target plate.

As part of the TEC collaboration and within the framework of Euratom the 
FOM Institute is building a new machine, Magnum-psi, providing an important 
new experimental facility in the range of experiments that are available to PSI 
research for ITER and reactors beyond ITER (Groot et al., 2005; van Eck et al., 
2005). The uniqueness of Magnum-PSI lies first in its ability to access simultane- 
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ously the multitude of aspects of PSI in the combination of which ITER differs 
essentially from present day experiments:

1. Large ion fluence and continuous operation, which leads to “macroscopic” 
modification of plasma-facing surfaces.

2. High power density (5-10 MWm"2) with low plasma temperature (<5 eV) 
such that materials are close to, or at the energy threshold for sputtering, but 
have high surface temperature and are therefore near their materials limits 
for stress/strain, etc.

3. Strong plasma-surface coupling: the high plasma density leads to short 
mean free paths for dissociation/ionisation of eroded atoms or molecules in 
comparison with the linear dimensions of the plasma.

4. Access to plasma diagnostics and in-situ surface analysis.

With a steady-state high flux of up to 1024 ions m_2s_1 at a plasma temperature 
in the eV range, a magnetic field of 3 T, and large beam diameter, Magnum-psi 
will be a unique experiment, bringing the relevant parameters typically an order 
of magnitude beyond what is presently available in linear plasma devices, and into 
the realm of the ITER divertor.

A device providing the parameters as described above is currently not available 
to the magnetic fusion community although a number of smaller devices do exist, 
following the basic design of Figure 10. These include the PISCES experiment at 
the University of California in San Diego (Hollmann et al., 2002), the PSI-2 ex
periment at the Humboldt University in Berlin (Grote et al., 1997), the NAGDIS-II 
at the Nagoya University (Hollmann et al., 2001), and the Pilot-PSI experiment 
at FOM Rijnhuizen (de Groot et al., 2003, 2005). The latter device, Pilot-PSI, is 
shown in Figure 11. The plasma generator, a high pressure cascaded arc source, 
can be seen clearly at the left (VanDeSanden et al., 1992). The cylindrical vacuum 
vessel is surrounded by magnetic field coils (blue and yellow). The target is at the 
right of the vessel, and not visible in the figure. The vacuum (roots) pump is at the 
far right. This experiment has a number of characteristics of the Magnum-PSI ex
periment. The ITER-like flux needed in those experiments has been demonstrated 
recently at our laboratory and dramatically high etching rates have been shown. 
These rates are way off the curve of Figure 8. It demonstrates that in the small lin
ear device Pilot-PSI the erosion products are not recycled, and real ITER relevant 
experiments can only be carried out if recycling takes place in the experiment. 
In Magnum-PSI the dimensions and density of the plasma will be sufficiently 
large to ensure recycling. Another difference between Pilot-PSI and the ITER 
divertor region is, that the pressure in the Pilot vessel can considerably exceed
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Figure 11. Picture of the Pilot-PSI experiment.

the one near the ITER divertor, a few Pa, because the degree of ionization of the 
plasma as it exits the source is only 10% or so, and in contrast to ITER, where it is 
100%. Therefore, a linear simulator based upon high pressure cascaded arc plasma 
generators needs differential pumping to make sure, that the neutral gas around the 
target plates is only created by neutralization of the plasma, not by a steady flux 
from the source. In the design of Magnum-PSI this differential pumping has been 
incorporated, as can be seen in a schematic drawing in Figure 12. In this drawing 
one sees the vacuum vessel, moved into a large bore superconducting magnet. To 
the right of the magnet the target chamber with tubing to its pumps and an analysis 
chamber for the retractable target can be seen. In the main vacuum vessel one sees 
from left to right the source, a skimmer leading to the heating chamber followed 
by the target irradiation chamber. Magnum-PSI is described in more detail in other 
papers (vacuum) (de Groot et al., 2005; van Eck et al., 2005).

6. Conclusions

Plasma-surface interaction will be one of the areas determining the availability of 
ITER and the ultimate viability of generating fusion power under steady state con
ditions. Erosion and redeposition, handling the steady state power, and preventing 
tritium retention by the walls, are issues to be solved for and by ITER. Although 
a lot of knowledge is available an extension of our knowledge base at all levels is 
necessary for the ultimate success of ITER.
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Figure 12. Total overview of the Magnum-PSI experiment with target station and target manipula
tor. Shown are (from left to right) the source-, heating- and target chamber with pump ducts. Next to 
these, the pumping station for the third stage is shown. On the right hand side, the target station with 
target and target manipulator are visible. In the target analysis station, the targets can be analyzed 
in detail with surface analysis equipment.
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Abstract

A detailed understanding of interaction phenomena of intense ion- and laser 
radiation with matter is important for a large number of applications in differ
ent fields of science, from basic research of plasma properties to application in 
energy science. Energy loss processes of heavy ions in plasma and cold matter 
are important for the generation of high energy density states in general and 
especially in the hot dense plasma of an inertial fusion target. Of special inter
est are phase transitions and the associated time scales when matter passes the 
warm dense matter regime of the phase diagram at high density but relatively 
low temperature. We present an overview on recent results and developments 
of beam plasma, and beam matter interaction processes studied with heavy ion 
beams from the GS1 accelerator facilities.
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1. Introduction

The early theoretical work by Bethe (1930, 1932), Bloch (1933) and later Bohr 
(1948) paved the ground for a theoretical understanding of ion-matter interaction 
and the stopping power of matter. Since the discovery of fission fragments in 
the beginning of the 20th century the interaction of heavy ions with solid or 
gaseous matter has been investigated intensively in experiments, resulting in a 
vast number of semi- or empirical formulas, tables or codes for the mean charge 
of the projectile, its charge state distribution or the stopping power (Lindhard and 
Scharff, 1961; Northcliffe and Schilling, 1970; Ziegler et al., 1985; Hubert et al., 
1990; ICRU, 2005). Despite the vast amount of theoretical and experimental work, 
a proper general microscopic description of the physical processes is still lacking 
or at least needs improvement.

Even less is known about the details of the interaction of ions with plasmas, 
a field with increasing interest especially for astrophysics, where plasma is the 
usual state of matter. Fusion physics is another field that shows great interest for 
beam plasma interaction since accelerators are a candidate for a primary driver 
in inertial confinement fusion, ICF-scenario, where a small pellet, filled with a 
deuterium-tritium mixture, is heated by X-rays in a hohlraum. The X-rays can be 
generated by powerful lasers, Z-pinches or by ion-beam interaction with matter. 
In the latter case the ion beam is stopped in a converter target and its energy is 
converted into X-rays. During the stopping process of an intense bunch of ions the 
converter target will be heated to approximately 300 eV in about 10 ns. Therefore 
the major part of the ion beam energy is deposited into hot and dense matter, 
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which is then a partially ionized plasma. For the optimization of the converter 
parameters a detailed knowledge of the ion-plasma interaction is needed (Badger 
et al., 1990).

2. Accelerator and Laser Facilities at GSI-Darmstadt

The perspectives of intense ion beams to drive an inertial fusion targets motivated 
a number of major accelerator laboratories like LBNL-Berkeley, ITEP-Moscow, 
TIT-Tokyo, University of Paris, Orsay and GSI-Darmstadt to start plasma physics 
research programs to study the interaction of heavy ion beams with ionized matter 
(Logan et al., 2006; Roy et al., 2005; Sharkov et al., 2005; Someya, 2006; Oguri 
et al., 2005; Gardes et al., 1989; Deutsch et al., 1989; Hoffmann et al., 2005). 
Today, the GSI-heavy ion accelerator laboratory in Germany operates the most 
powerful and versatile heavy ion accelerator worldwide and in addition to this 
there is an approved project to build a new accelerator facility at GSI called FAIR 
(Facility for Antiproton and Ion research). This new accelerator (Figure 1) will 
consist of two powerful heavy ion synchrotrons and a number of storage rings 
and experimental facilities for various research projects. The centerpiece of the 
accelerator assembly will be a 100 Tm heavy ion synchrotron. This will extend 
the available beam deposition power from the current level of 50 GW/g by at least 
two orders of magnitude up to 12000 GW/g. Many aspects of high power beam 
physics associated with inertial confinement fusion driven by intense heavy ion 
beams can be addressed there, even though this facility will not provide enough 
beam power to ignite a fusion pellet.

GSI-Darmstadt is also the first accelerator laboratory where in addition to a 
powerful and intense heavy ion beam a high-energy laser beam is available for 
experiments using laser and particle beams simultaneously. The already existing 
laser facility nhelix (nanosecond high energy laser for ion experiments) is cur
rently complemented by a new laser PHELIX (Petawatt High Energy Laser for 
Ion Experiments). This is a laser system in the kJoule regime with the option 
to produce ultra-short, high-intensity light pulses with a total power above 1 PW 
( 1015 Watt). It will be able to produce a light pulse pressure exceeding the pressure 
in the interior of the sun. The full potential of the PHELIX laser will be exploited 
in high energy density physics experiments with the high intensity heavy ion 
beams of the future accelerator at GSI. The unique combination of ion and laser 
beams facilitates novel and pioneering beam-plasma interaction experiments to 
investigate the structure and the properties of matter under extreme conditions of 
high energy density.
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Figure 1. GSI accelerators and the experimental areas of plasma physics. The FAIR project at GSI 
will greatly improve the experimental option for beam-plasma experiments. The arrows point to the 
future experimental areas of plasma physics and atomic physics at FAIR.

3. Heavy Ion Plasma Interaction

Early stopping power experiments for protons and heavy ions in ionized matter 
have used discharge plasma and Z-pinch plasma as well as laser produced plasma 
(Ogawa et al., 2001; Belyaev et al., 1996; Couillaud, 1994; Gardes et al., 1988; 
Hoffmann et al., 1988). The most effective method to determine the ion energy 
loss was based on time-of-flight measurements where the rf-frequency of the 
accelerator was used for timing purposes. The experiments using gas discharge 
plasmas as stopping medium, reached densities up to 1017 free electrons/cm3 and 
plasma temperatures of a few eV for hydrogen plasma (Hoffmann et al., 1990; 
Weyrich et al., 1989; Jacoby et al., 1995). The results show a clearly enhanced 
stopping power of the projectiles in the plasma compared to cold matter. In con
trast to cold matter the projectiles do not interact with neutral atoms but with target 
ions and additionally with a free electron gas. Stopping power models applicable 
for this experimental situation can be based on theories given by Bethe, Bohr 
and Bloch, taking into account the Barkas corrections for the gas case. Since the 
Barkas correction nearly cancels out the Bloch ones we find that the situation 
for partially ionized plasmas can be well described in the frame of the standard 
stopping model, based on the Bethe formalism as suggested by Peter (1988):

d£
d.t

ÎÔTTO^Z^ " Zt
£(Zt - Z)nzln

_z=o
(1)
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with a0: the Bohr radius, IH: the mean ionization potential of hydrogen, Z2ff: ef
fective projectile charge, mev2: electron mass times projectile velocity, Zt: target 
atomic number, nz,ne: density of plasma ions of charge Z and free electrons, 
respectively, Iz: the mean plasmon energy energy transfer in a collision with a 
plasma ion of charge Z, and ha>P: the plasma frequency. The Coulomb logarithm 
is split up into two contributions. The first term describes the energy transfer to the 
remaining bound electrons in the plasma. As in a plasma a charge state distribution 
is created it is necessary to sum over all charge states Z and take into account the 
varying mean ionization potential of the different charge states. In the second 
term the contribution of free electrons is described. In this case the projectile can 
transfer its energy in collisions to free electrons and by plasmon excitation.

In the case of fully ionized plasma the first term of the equation given above 
is zero. This case prevails in our experiments with fully ionized hydrogen plasma 
from discharges and z-pinches, and we find that in this case the experimental 
data are well represented by the model given by Peter (1988). Figure 2 shows 
experimental data of energy loss measurements for Kr ions in cold hydrogen gas 
and fully ionized hydrogen plasma from discharge plasma. The red hatched area 
is the energy loss expected for Kr ions with different effective charge states. The 
blue graph represents Northcliffe and Schilling stopping values.

Mainly two effects contribute to the stopping power enhancement of ions in 
fully ionized hydrogen plasma:

(a) An efficient energy transfer to the free electron gas.
For free electron densities below 1021/cm3 the plasmon energy ha>P is less 
than 1 eV, thus much smaller than the average of the excitation or ioniza
tion energy of bound electrons in hydrogen. This leads to an increase of the 
stopping power by a factor of up to 2.5.

(b) An increase of the projectile charge state.
Since for a free electron it is nearly impossible to fulfill energy conservation 
and momentum conservation at the same time in a capture process, the dy
namic equilibrium of capture and ionization processes is shifted towards a 
higher mean projectile charge state, which in turn leads to an increase of the 
effective charge Zeff.

The stopping power of ionized matter depends strongly on Zeff. There is no 
simple relation between Zeff and the charge state of the projectile. The experi
mental results and the arguments given above suggest however, that the charge 
state of an ion traversing fully ionized hydrogen plasma is higher than the charge 
state of the projectile under the same conditions of density in cold hydrogen gas.
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Figure 2. Hydrogen discharge plasma to provide fully ionized hydrogen plasma for plasma stopping 
power measurements. Red data points are stopping power data of plasma for Kr ions at 1.4 MeV/u 
and 45 keV/u respectively. The blue data points represent data in cold hydrogen gas. (From Jacoby 
et al., 1995.)

In different laboratories experiments were carried out to measure and calculate the 
charge state of ions passing through ionized matter (Nardi et al., 2006; Kojima et 
al., 2002; Golubev et al., 2001; Dietrich et al., 1992). The GSI plasma physics 
group has dedicated their efforts to extend the experimental data base for the 
stopping power of ions in plasmas to higher densities and higher temperatures. At 
the experimental area Z6, a branch of the UNILAC (Universal linear accelerator), 
an experimental setup has been built up for the investigation of the interaction of 
ions with laser produced plasmas. Therefore a thin foil, mainly a carbon foil with 
a thickness of a few hundred ^g/cm2, is irradiated by the nhelix laser (amplified 
NdYAG laser with À = 1064 nm, energy up to 100 J in 5-15 ns (FWHM)) 
transforming the foil into a dense and hot plasma with densities close to solid 
density and temperatures of over 200 eV in the very hot spot. As the plasma is 
expanding there will be density and temperature gradients, which have to be mea- 
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sured experimentally. At the same time an ion pulse with a length of a few hundred 
/zs, built up of micro bunches with a length of 3 ns FWHM and a frequency of 
108 MHz, is probing the plasma parallel to the laser direction. This means the 
expanding plasma is being investigated each 9.2 ns. The delay between the laser 
and the ion bunch can be shifted with an accuracy of 1 ns. The ions first penetrate a 
still cold part of the foil, and then enter dense and hot plasma, which is expanding 
and cooling. Finally all matter along the interaction path has vanished and the 
ions fly through vacuum with their initial energy. The energy loss as a function of 
time is determined by a time of flight measurement. Additionally a dipole magnet 
behind the target chamber can be used to measure the charge state distribution of 
each single bunch penetrating the plasma. As a result we obtain a set of energy loss 
data and charge state distributions of ions probing expanding plasma. As the target 
conditions with respect to density and temperature during the interaction time are 
important, a set of plasma diagnostic tools is used e.g. laser interferometry for a 
space resolved measurement of the free electron density ne, time resolved X-ray 
spectroscopy for the temperature determination, a visible streak camera measur
ing the expansion velocity, pinhole cameras, etc. Nevertheless, the very dense 
and hot part of the plasma is not accessible with all these diagnostics. Therefore 
results of the plasma diagnostic serve to benchmark hydrodynamic simulation 
of the laser-matter interaction and plasma expansion. From these simulations the 
necessary density and temperature profiles along the ion path can be extracted for 
the theoretical calculation of the energy loss and charge state distributions.

4. Charge State Distribution of Heavy Ions Penetrating Thin Target Foils

The theoretical description of the charge state distributions faces the problem that 
until now no reliable theory or code to calculate all the relevant charge exchange 
cross sections exists. Therefore we used the high resolution spectrometer of the 
Hahn-Meitner Institut in Berlin to measure them along with energy loss data as a 
function of the projectiles charge state, to extract charge state dependent stopping 
powers S(q). Measurements of this type have been pioneered at Harwell and 
Chalk River many years ago and were greatly improved by Ogawa et al. (1992, 
1997) and references therein. Calculations have been carried out by Winterbon 
(1977), Sigmund (1992) and Sigmund and Schinner (2001) and references therein.

4.1. ExperimentalSetup

The investigated system was Argon interacting with thin Carbon target foils. The 
projectile energy was chosen to be 4 MeV/u, a suitable energy for the ion-plasma
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Figure 3. Evolution of the charge state distribution for Ar ions with the incoming charge = 14+.

18+
17+
16+
15+
14+

interaction experiments. The initial charge state was varied between 14+ and 18+, 
covering over 99% of the equilibrium charge state distribution of Ar at 4 MeV/u.

The thicknesses of the target foils were 8.1, 12, 18, 32.2 and 231.6 /zg/cm2, 
measured by the energy loss of a particles with energies of 5.80 and 5.76 MeV 
emerging from an open 244Cm source. Such thin foils were used on the one hand 
to cover the pre-equilibrium region, so that the evolution of the charge state dis
tributions can be measured to fix the charge exchange cross sections, on the other 
hand to measure a difference in the energy losses as function of the charge states, 

We measured the evolution of the incoming charge states 14+, 16+ and 
18+ using increasing foil thicknesses until charge state equilibrium is reached.

4.2. Charge State Distributions

In contrast to equilibrium charge state measurements, the pre-equilibrium region 
allows to determine the cross sections absolutely. Figures 3 to 5 show the evolution 
of the charge state distributions in this region for the three incoming charge states 
(symbols). To the statistical error, marked by the error bars, a systematic error of 
3% must be added.

The interpretation of these results can be done by model calculations in two 
ways (Blazevic et al., 2000): (a) by solving the coupled-channel rate equations
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Figure 4. Evolution of the charge state distribution for Ar ions with the incoming charge <7jn = 16+.

for the individual charge state probabilities, or (b) by a Monte Carlo simulation 
following the history of each ion on its way through the foil. Both methods need a 
complete set of cross sections for all possible interactions between the projectile 
and the target atoms. In our studies both methods were applied. First the rate 
equation model will be described, which results are shown as lines in Figures 3 to
5.

The solving of the rate equations was performed with the ETACHA code of 
Rozet et al. (1996), taking into account the following processes for the first three 
projectile and target shells including the sub-shells:

• radiative and mechanical electron capture;
• ionization;
• excitation;
• radiative and Auger decay, auto ionization.

The cross sections enter into the rate equations, which can be written as

d Yj (.T ) y--\—i7 = 12
J j

(2)
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Figure 5. Evolution of the charge state distribution for Ar ions with the incoming charge <7,n = 18+.

where y,(x) denotes the fraction of ions in charge state i including excited states; 
x is the traversed target thickness and denotes the collision cross section 
from state i to state j. The code calculates the cross sections for bare projec
tile ions in the case of capture processes or a hydrogen like configuration for 
the ionization, excitation and decay processes, taking into account the screening 
effects of the residual electrons. As the code was initially written for energies 
above 10 MeV/u, it had to be adapted to the experimental situation. In contrast 
to the equilibrium charge distributions, the data for the pre-equilibrium region 
allows to determine absolute values for the cross sections. Figures 3-5 show that 
charge state equilibrium of Ar ions is obtained with carbon foils of more than 
200 /zg/cm2.

The analysis results in a set of cross sections, which were used in our Monte 
Carlo Simulation to describe the charge exchange processes inside the foil. From 
these calculations we deduce, that even for the thinnest foil and an initial charge 
state of <7in = 16+ far less than half of all ions keep their charge state during the 
passage through the foil. Therefore no measured charge state dependent parameter 
can be regarded as “frozen charge state” result.
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Figure 6. Measured energy loss for varying incoming charge states, AEtøjn = <7out)> of Argon 
projectiles at 4 MeV/u penetrating Carbon foils. BZ corresponds to energy loss calculations with 
the Biersack-Ziegler code SRIM.

4.3. Charge State Dependent Energy Loss

The magnetic field of the spectrometer selects a specific charge state for energy 
loss measurements. Figure 6 shows the AE(q-m = qout) results for thin foils and 
charge states from 14+ to 18+. As discussed above, these values are not generated 
by the “frozen charge state”, since the majority of ions have undergone several 
charge state fluctuations before leaving the foil with ^out. As described in detail 
in Blazevic et al. (2002), we have developed an iterative Monte Carlo simulation 
method to eliminate the influence of the charge exchange and to extract “frozen 
charge state” stopping powers S(q). In other words, we used the charge exchange 
cross sections from the charge state distribution measurements, combined them 
with charge dependent stopping powers and succeeded to reproduce the measured 
energy losses including all the charge exchange effects. The result is plotted in 
Figure 7.

These data can now be used to test some theoretical calculations of the S(q) 
values. Four of them shall be discussed below:

Kaneko derived an analytical formula for S(q) for swift lithium- and 
beryllium-like ions based on first-order perturbation theory. The bound
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Figure 7. Experimental and theoretic charge state dependent stopping power S(q) for Argon ions 
interacting with Carbon.

electrons attached to the ion in the ground state were described by the 
Hartree-Fock-Slater determinant (Kaneko, 1994).

• Schiwietz and Grande developed the CASP code to calculate the impact para
meter dependence of the electronic energy loss of bare ions. This perturbative 
convolution approximation is based on first order perturbation theory, which 
is only valid for fast projectiles with low charges. But using Bloch’s stop
ping power results and a scaling, they could overcome these restrictions and 
derived a unitary convolution approximation (Schiwietz and Grande, 1999).

• Maynard expressed the stopping power of swift heavy ions within the con
vergent kinetic Lindhard theory, based on a modified Bloch correction term, 
devoted to correctly describe the close collisions contribution to the energy 
loss process (Maynard et al., 2001).

• Sigmund and Schinner treated charged particle stopping via a binary scatter
ing theory, assuming free binary collisions governed by a suitable effective 
potential (Sigmund and Schinner, 2000).

Kaneko’s first order perturbation theory is known to overestimate the S(q) 
values for heavier projectiles, so it can be seen as an upper limit. On the other hand 
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the theory of Schiwietz and Grande lacks some correction terms, which should 
increase the calculated stopping powers; hence it is a lower limit for the S(q) 
values. Our experimental data are between these limits.

5. Timescales of Phase Transitions from Solid to Warm Dense Matter

In order to be able to study the stopping power of ions in laser-generated plasmas, 
knowledge of the transient material state of the laser-irradiated target foil, which 
is initially in solid state, is essential. Numerical codes, simulating the interac
tion of the target with the laser and the subsequent hydrodynamic expansion, 
usually assume a cold plasma as initial condition. However, the transition from 
solid to warm dense matter may proceed through different pathways and may be 
completed on different timescales, depending on target material and energy of 
excitation. Here, we can benefit from experimental and theoretical studies on the 
dynamics of a solid during and after irradiation with an ultrashort laser pulse. 
Examples of such studies will be reviewed below.

The time-resolved description of the excitation of the solid and the induced 
phase transitions is a challenging task: On ultrashort time scales the highly excited 
material passes through non-equilibrium states of different kinds. Therefore, the 
theoretical description of the investigated processes may differ strongly from the 
classical descriptions valid for equilibrium or steady-state conditions. A temporal 
separation of the basic processes as excitation, melting and material removal can 
be achieved, applying an ultrashort laser pulse of about a hundred femtosecond 
duration. This allows a separate investigation of each of these key-processes.

Figure 8 shows a schematic view of the typical time scales and intensity ranges 
of some phenomena, discussed in the following. The pathway of the material after 
irradiation depends strongly on the type of material and on laser properties as 
intensity and wavelength. Note that in real laser experiments due to laser intensity 
variations in space, as well as for excitation with ion beams, a large variety of 
these phenomena (and probably further transient states and pathways which are 
not shown) may play a role leading to a rather complex behaviour.

5.1. Absorption of Energy within the Solid

Heavy ions of sufficient high energy lose energy within solid material through 
electronic stopping, thus the energy input proceeds by heating of the electron gas 
of the solid. Also laser energy absorption is usually dominated by free carrier ab
sorption. In metals, free electrons are inherent in the conduction band of the metal. 
At moderate intensities, these electrons absorb photons and thus gain higher en
ergy. Following absorption, this energy is transferred from electrons to phonons by
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Figure 8. Schematic view of typical time scales and intensity ranges of some phenomena occurring 
during and after irradiation of a solid with an ultrashort laser pulse of about 100 fs duration. Exci
tation occurs during irradiation, while the time scale of melting may vary for different processes 
depending on excitation strength. Material removal, i.e. ablation, lasts up to the nanosecond 
regime (Rethfeld et al., 2004). The intensities, this overview applies to, ranges from about IO10 
to 1014 W/cm2.

electron-phonon interaction, that is, lattice heating occurs. For timescales longer 
than the electron-electron collision time, the two-temperature model (Kaganov et 
al., 1957; Anisimov et al., 1974) provides an applicable description for the heat 
transfer and heat conduction for the case of laser irradiation as well as for the case 
of ion impact.

If the timescale of interest is shorter or in the range of the electron-electron 
thermalization time, the two-temperature model is not applicable at first. We have 
extensively studied the dynamics of laser-excited electrons in this regime, includ
ing the influence of a nonequilibrium electron distribution on the electron-phonon 
energy transfer (Rethfeld et al., 2002b).

In dielectrics there is only a negligible amount of free electrons inherent in 
the conduction band. However, in the case of irradiation of a dielectric with laser 
or particle beams of sufficiently high intensity or energy, respectively, ionization 
processes may transfer electrons from the valence band to the conduction band. 
The transient characteristics of electron excitation with visible lasers in the inten
sity regime below IL & IO14 W/cm2 have been studied in Kaiser et al. (2000) and 
Rethfeld (2004, 2006).
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For the case of ion impact on insulating materials, mainly two models of track 
formation are discussed. The first model expects that along the projectile path 
the target atoms are fully ionized, leading to repulsive forces between them. The 
resulting movement of atom is termed “Coulomb explosion” and leads directly 
to material damage (Fleischer et al., 1967, 1975). In contrast, the “thermal spike 
model” provides a description of electron heating followed by electron-phonon 
energy transfer (Toulemonde et al., 2000). This description is based on the two- 
temperature model (Kaganov et al., 1957; Anisimov et al., 1974). The role of 
these two processes is not finally clarified; however, both processes may occur 
successively for certain energy ranges of the impinging ion (Bringa and Johnson, 
2002).

In the following we review different mechanisms for phase transitions occur
ring on different timescales after electronic excitation. The mentioned experi
ments are performed after laser excitation taking advantage of the large lateral 
spatial scale of the laser spot. We believe that the microscopic mechanisms in the 
material are in certain parameter ranges the same as occurring during phase transi
tions of a solid target after ion bombardment. Thus, studies of laser excitation and 
the induced processes may provide general insight also to the physical processes 
induced by heavy ion bombardment.

5.2. Electronically Induced Ultrafast Phase Transitions

As mentioned above, the process of Coulomb explosion is discussed to be respon
sible for damage of dielectric material irradiated by swift heavy ions (Fleischer 
et al., 1967; Bringa and Johnson, 2002). This process is initiated by locally high 
charges occurring after electron excitation leading to ionization of target atoms. 
Repulsive Coulomb forces may lead to material damage and ablation. For the case 
of laser irradiation it was found that Coulomb explosion can lead to removal of 
the top surface layers of excited dielectrics (Stoian et al., 2002; Bulgakova et al., 
2004).

For the macroscopic removal of material by this process, a net charge of the 
surface must be present. If electronic transport rapidly neutralizes the surface re
gion, as may be expected for metals and semiconductors (Bulgakova et al., 2004; 
Stoian et al., 2004), the material does not disrupt. However, in this case one may 
speak about a rapid transition to the plasma state at solid density.

Another rapid, directly electronically induced phase transition to the liquid 
state is known for covalently bonded semiconductors. This rapid transition occurs 
at lower intensities than possible direct transitions to the plasma state at solid 
density, as discussed above. Here, the photo excited high density electron-hole 
plasma may lead to a lattice instability (Stampfli and Bennemann, 1994), resulting 
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in a disordering of the lattice and thus a transition to the liquid state on a time 
scale of approximately 100 fs. This process is often called non-thermal melting, 
since the disordering occurs faster than lattice heating. Experimentally the process 
of ultrafast non-thermal melting was detected directly by time-resolved X-ray 
diffraction (Siders et al., 1999; Sokolowski-Tinten et al., 2001).

Also for metals, processes of ultrafast non-thermal melting have been un
der discussion (Falkovsky and Mishchenko, 1997, 1999), but they are not yet 
unambiguously demonstrated. Most of the studies claiming the experimental ob
servation of ultrafast melting of metals could be explained with the mechanism of 
homogeneous melting discussed in the following subsection.

5.3. Thermal Phase Transitions of the Heated Lattice

The typical time scale for thermal lattice heating due to electron-phonon collisions 
is in the range of a few to tens of picoseconds. However, depending on excitation 
strength, already a few picoseconds after irradiation the crystal may be strongly 
superheated, i.e. the lattice temperature greatly exceeds the equilibrium melting 
temperature (Rethfeld, 2004a). Usually subsequent thermal melting is supposed 
to start at the surface, where the energy barrier for heterogeneous nucleation of 
a liquid layer at the solid-vapour interface is zero. In this case, a melting front 
proceeds from the surface into the material with a velocity limited by the speed 
of sound. A natural limit for the melting time is therefore the thickness of the 
heated layer divided by the melting front velocity. Typical times for melting by this 
mechanism of heterogeneous nucleation are in the range of about 100 nm/103 m/s 
= 100 ps.

In Rethfeld et al. (2002a) the possibility of laser-induced melting of crystals 
due to homogeneous nucleation was considered. It was shown that a sufficiently 
superheated bulk crystal would melt completely in less than one picosecond. Thus, 
the time for homogeneous melting is limited only by the time for lattice heating, 
and is therefore expected to be longer than the time for non-thermal melting men
tioned above, but significantly faster than the time needed for a melting front to 
sweep from the surface through the heated layer (i.e. heterogeneous melting). Ho
mogeneous melting can thus explain experimental observations of rapid melting 
of solids without invoking nonthermal mechanisms (Ashitkov et al., 2002; Siwick 
et al., 2003).

Also molecular dynamic simulations have confirmed the microscopic view of 
melting by homogeneous nucleation (Jin, 2001). For the case of laser excitation, 
extended molecular dynamic simulations have shown the dynamics of short-pulse 
laser-induced melting, studying in detail the interplay of homogeneous and het- 
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erogeneous melting mechanisms (Ivanov and Zhigilei, 2003a, 2003b; Lorazo et 
al., 2006).

5.4. Further Phase Transitions

Once the material has lost the crystalline order, further phase transitions are usu
ally connected with a remarkable density decrease. In this case, the timescale of 
phase transition strongly depends on the spatial dimensions of the heated volume 
and the position of a possible free surface where expansion may be initiated.

The timescale of expansion can be estimated by dividing the spatial target 
dimensions with the sound velocity. Typical timescales for the density decrease 
of laser-heated material are in range of 100 ps. Note that the liquid-gas phase 
transition is connected with a strong drop of sound velocity, resulting in a complex 
density profile during expansion (Sokolowski-Tinten et al., 1998; Anisimov et al., 
1999; Zhakhovskij et al., 2000).

In the case of ion bombardment of larger volumes, the material in the center of 
the target can be kept in the state of warm dense matter at solid state density for 
long times up to the range of 100 ns (Tahir et al., 2005).

6. Summary and Open Problems

The perspectives to use intense ion beams as drivers has initiated many ex
perimental and theoretical programs to investigate ion beam plasma interaction 
phenomena. It was clearly demonstrated that fully ionized plasma consisting of 
bare ions is a very effective stopping medium. The stopping power enhancement 
is almost a factor of 40 for Kr ions at an energy of 45 keV/u passing through a 
fully ionized hydrogen discharge plasma. This is well explained by the effective 
energy transfer in collisions with free electrons and the higher charge state of 
projectile ions in a fully ionized plasma. Enhanced charge states of heavy ions in 
plasma were observed in experiments and we have a sufficient theoretical mod
elling for this phenomenon (Nardi and Zinamon, 1982; Boine-Frankenheim and 
Stockl, 1996). This led to the proposal to use plasma strippers for accelerators, 
where foil strippers or gas strippers are routinely used to generate ions in high 
charge states for effective acceleration (Alton et al., 1992; Neuner et al., 1999; 
Oguri et al., 2000).

It is very difficult to generate a plasma situation of fully ionized ions and free 
electrons for materials other than hydrogen. In the case of carbon this requires 
plasma temperatures well above 200 eV, a situation which is expected to prevail 
in the converter material of a in inertial fusion target. The PHELIX laser system 
at GSI (Neumayer, 2005) is designed for this experiment. Here the problem is not 
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the temperature but the fact that the plasma conditions have to be provided in a 
way to be suitable for ion beam-plasma interaction experiments. To this extend a 
large focal spot of the order of 1 mm with low temperature and density gradients 
is necessary and this is an experimental challenge, which has not yet been met.

In the situation where the plasma ions still have bound electrons the experimen
tal data base is very small. In the case of z-pinch plasma an enhanced stopping 
power has been observed, but there are no reliable charge state measurements 
available. Therefore efforts are underway to revisit the problem of projectile 
charge states inside matter with new high resolution spectroscopy (Rosmej et 
al., 2005) and to scale the results to plasma target conditions with less bound 
electrons, free electrons, changes in binding energies and screening.

For the theoretical description of the charge state distributions, the cross sec
tions must be scaled to plasma target conditions. This allows to simulate the 
passage through the laser generated plasma, giving information about the charge 
state history of the projectiles. Combined with the charge dependent stopping 
powers S(q) for bound electrons together with the energy transfer to the free 
electron gas a microscopic description of the energy deposition of swift ions in 
plasmas will be given.

We have reviewed studies on the dynamics of a solid during and after irra
diation with an ultrashort laser pulse of moderate intensity. For a pulse duration 
in the subpicosecond regime, the basic processes as excitation and subsequent 
phase transitions are temporally separated. We have discussed electronically in
duced ultrafast “non-thermal” phase transitions as well as mechanisms of thermal 
phase transitions, following lattice heating. Qualitatively, the results can be di
rectly applied to the studies of ion tracks in solids, where similar mechanisms 
are discussed. For a quantitative adaptation, the specific geometry and parameter 
range of ion-solid interaction has to be taken into account.

In future, we will study phase transitions induced by a high-intensity laser 
and ion beam pulse, transforming the initial solid directly to the plasma state. 
A detailed understanding of the materials pathway on a nanosecond timescale is 
essential for the interpretation of time-resolved experiments on the interaction 
of ions with laser produced plasmas. The initial conditions for corresponding 
hydrodynamic simulations of laser-matter interaction and plasma expansion must 
be improved; ideally, also phase transitions should be taken into account. To this 
end, the transient description of the dynamics of a solid during and after laser 
irradiation should be provided for a large range of intensities and timescales. 
Specific features of solid carbon and hydrogen will be studied.
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Abstract

The use of ion beam analysis for the characterization of lower dimensional 
structures is reviewed. Fundamental limitations as well as practical sources of 
uncertainty are described. A number of recent examples illustrate the useful 
information extracted by such analysis, and the critical role that ion beam 
analysis plays in modern materials science.
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1. Introduction

A major theme within condensed matter physics and materials science is the cre
ation and characterization of nanostructures, solids with characteristic dimensions 
less than 100 nm.

Ion beam technology is having a major influence on nanoscience, primarily 
through ion implantation of nanostructured solids, ion beam lithography at the 
nanoscale, finely focused ion beam technology, single ion implantation schemes 
and ion beam analysis. This paper considers some of the ways in which ion beams 
are impacting nanoscience characterization and analysis, with a special emphasis 
on the characterization of lower dimensional nanostructures. This paper describes 
the current limits of ion beam analysis and outstanding problems in the field. 
The emphasis in this paper will be on the use of ion scattering in the control of 
semiconductor surfaces, both for two dimensional problems (planar technologies) 
and zero dimensional problems (quantum dots). Ion beam analysis of thin films 
is a major field unto itself and has been applied to a large variety of thin film 
structures. In this paper we focus on the semiconductor dielectric interface, which 
is of extensive interest and illustrates many of the features and limitations of ion 
beam analysis.

I first review the basic concepts on ion beam analysis with an emphasis on the 
simple aspects of Rutherford backscattering (RBS). RBS in all its forms provides 
a vehicle for understanding the limitations and issues associated with the ion beam 
analysis. I then provide a detailed discussion of the limits of ion scattering in its 
various applications. Finally the applicability of these concepts to a number of 
nanoscience investigations is illustrated. The discussion will focus on the region 
of incident energies from 100 KeV to ~2 MeV, the most used region for precision 
material analysis.

This paper is not meant to be a comprehensive or complete overview of 
ion scattering analysis. Rather it cites few examples, many from the author’s 
work, that allow us to illustrate and discuss the advantages and limitations of ion 
scattering analysis at the nanoscale.
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Nt

Figure 1. Schematic of a standard RBS set-up indicating the sample-detector configuration and 
using a solid state detector subtending a solid angle Q. The measured yield from a thin layer of 
material of thickness t, volume concentration N may be approximated as Ntcr(d, ■ Q, where 
a(0, E) is the cross-section for scattering to an angle 0 and Q represents the number of incident 
ions.

°(ß,E)

2. Ion Scattering

The basic physics that governs the interaction of energetic ion beams with solids 
has its roots in the atomic and nuclear physics of the last century. The central 
formalisms of Rutherford, Bohr, Lindhard, and others, describing the “ion-solid 
interaction”, provide a valuable quantitative guide to statistically meaningful 
quantities such as energy loss, ranges, range straggling, channeling effects, sput
tering coefficients and damage intensity and profiles. This approach has been an 
important pillar of the field, leading to a wealth of science and applications. Mod
ern materials science requires atomic scale control and the ability to characterize 
grown structures on the atomic scale. At this level a reexamination of the ion beam 
probe is appropriate to either seek enhancements to the technique or to understand 
the limitations for application at this nanometer level.

Rutherford backscattering has emerged as the most general and used appli
cation of ion beam analysis. Indeed both the high level of understanding of the 
process and its simplicity has combined to underpin this broad application. The 
process and its description are well-known to the broader community and de
scribed in detail in the books by Chu et al. (1978), Feldman and Mayer (1986) 
and others. The basic scheme is shown in Figure 1. Often RBS is combined 
with channeling to enhance the surface component of the scattering (Feldman 
et al., 1982). The apparatus that is employed in RBS also lends itself to a number 
of other techniques useful in the quantitative analysis of solids. These include 
particle induced x-ray emission (PIXE), elastic recoil detection analysis (ERDA),
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Figure 2. High energy resolution RBS spectrum from a HOPG sample. The first seven carbon layers 
of the sample are well resolved. (Incident beam: 1 MeV N+ ions, analyzed ions: N2+, scattering 
angle: 7°, angles of incidence and exit: 3.5° each.) from Srivastava et al. (2004).

forward recoil scattering (FRS), and nuclear reaction analysis (NRA). Each has 
their own specific applications. However the straightforward discussion of RBS 
provides simplicity, while the discussion of limitations may also apply to these 
other techniques. We first review, with literature examples, the current state of the 
art of RBS.

2.1. Depth Resolution

Depth resolution has been optimized over recent times through the use of new 
geometries, grazing angle techniques and the use of high resolution spectrometers. 
The latest probes can achieve monolayer resolution at the surface of a single crys
tal (Vrijmoeth et al., 1991; Kimura and Mannami, 1996; Srivastava et al., 2004). 
A famous example, shown in Figure 2, reveals the monolayer-by-monolayer depth 
resolution that is achievable (Srivastava et al., 2004).

Such depth resolution is satisfactory for the investigation of clean surfaces, a 
relevant two-dimensional nanostructure. Ion scattering has been an important tool 
in understanding surface structures, surface adsorption/desorption kinetics, and 
ultra-thin (of order a few monolayers) film structures.

Nanostructured materials often comprise buried interfaces. The region in the 
immediate vicinity of the interface, usually less than 100 nm below the surface, is 
the critical element of these structures. In such cases the exquisite depth resolu
tion afforded by ion scattering probes is dominated by energy straggling. Indeed 
finite and insufficient depth resolution is a characteristic of almost all material 
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probes, including electron spectroscopys such as Auger analysis in combination 
with sputtering where the depth resolution may be defined by sputter induced ion 
beam mixing; photoelectron spectroscopy, where the depth resolution is defined 
by the extinction length; and secondary ion mass spectroscopy (SIMS) where the 
depth resolution may be determined by ion beam mixing. In the ion scattering 
case the resolution broadening mechanism, straggling, is relatively well under
stood in terms of the statistical aspects of the energy loss process. Nevertheless 
for either experimental and/or theoretical reasons the unfolding of the straggling 
contribution to depth resolution has not yet been established.

2.2. Thin Film Stoichiometry

As mentioned above the formation of nanostructures often begins with the growth 
or deposition of a thin film on a substrate. For semiconductor structures the 
dielectric plays the role of a surface passivator, with the goal of eliminating sur
face states. In such applications the overlayer dielectric must be of high quality, 
stoichiometrically ideal and able to withstand high voltages to avoid breakdown.

Ion scattering is an ideal tool for the determination of stoichiometry. Some of 
the most precise work in this type of problem is reported in the InGaAs system, 
where the authors report a stoichiometry determination to better than 1% (Jeynes 
et al., 1997). The limitation of improved stoichiometry determination is primarily 
the statistical accuracy of an experiment and the knowledge of the scattering cross
section to considerably better than 1%.

2.3. Ultimate Sensitivity

In many applications it is critical to explore impurity levels at very low concen
trations. For semiconductor/dielectric problems this often means at the impurity 
level that can affect the electronic properties of the material, as small as 1010/cm2.

The ultimate sensitivity of the ion beam probe is discussed by Feldman and 
Mayer (1986). Basically the technique is limited by the ion beam sputtering 
process. Obviously one requires that the probing beam not remove (sputter) the 
impurity before the completion of the analysis. Such a formulation can be quan
titatively established using accepted formulae for ion scattering and sputtering 
yields. Questions of the appropriate sputtering coefficient to apply to the ultimate 
surface problem persist. How do you describe the sputtering coefficient for a small 
fraction of Au on a silicon substrate?

Ultimate sensitivity in ion scattering has been established by the Sandia group 
(Banks et al., 1998) using low energy - heavy ion beams, time-of flight detection 
techniques and optimal geometries. This work shows detection sensitivities of 
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~1 x 10'°/cm2, an amazing result and certainly in the range where correlation 
with electrical measurements would be meaningful.

2.4. Lateral Resolution

Lateral resolution, comparable to electron beam spectroscopy, has long been a 
goal of the ion beam community. Recent years have seen an explosion of devel
opments in the ability to develop such beams using a variety of focusing tools 
and elements. Current limits are at the 100 nm level and it seems difficult to 
achieve smaller spot size. (One caveat - the conventional focused ion beam tool 
typically produces a MO nm 30 KeV Ga beam. This paper concentrates on the 
higher energy regime but one can expect substantial progress in this area, with 
higher energy and multiple ion beams). Issues associated with the effects of ion 
source brightness on nuclear microprobe performance is described in the work 
of Szymanski and Jamieson (1997). Practical examples of ~500 nm ion beam 
analysis are given in Dollinger et al. (2006).

A new development in focused ion beams is the use of tapered glass capillary 
optics (Nebiki et al., 2003). In this procedure glass capillaries are formed with 
opening apertures of ~ 1 mm and outlet diameters of sub-microns. A surface chan
neling effect is involved which results in approximately 1% of the beam forming 
a suitable analysis beam. Although the beam loss is large, and there is some loss 
of energy resolution due to side-wall scattering, this may be a most convenient 
and useful mode of placing ion beam analysis in the sub-micron regime. Clearly 
such simplified and useful methods of forming focused ion beams will receive 
considerable attention in the future.

3. Semiconductor-Dielectric Interfaces

In the following we illustrate RBS analysis of a number of semiconductor di
electric interfaces. It should be remembered that each of these studies is a 
multi-technique investigation involving a substantial number of electronic and 
structural probes. The following discussion focuses only on the ion scattering part 
to reveal the strengths and limitations of this aspect of particle-solid interactions.

3.1. The Si/SiO2 Interface

To a large extent the silicon revolution is based on the wonderful properties of the 
silicon/silicon dioxide interface (Queisser, 1998). The importance of this struc
ture has been documented and cited in many articles and books on the history of 
technology. Clearly it is the most important materials interface in current process 
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technologies. Briefly, oxidation of pure silicon results in a large band-gap, uni
form, dielectric layer of amorphous SiC>2, with the proper band-offsets to allow 
both p and n channel devices to be fabricated. Most importantly, modern growth 
and annealing techniques result in interface defect levels that are sufficiently small 
so that carrier transport is close to theoretical limits. These excellent qualities 
have served the community well and been preserved as the basic metal-oxide- 
semiconductor field effect transistor (MOSFET) device has scaled down over the 
last five decades.

The success of the MOSFET hinged on a most important and fundamental 
element of solids, namely the limitations imposed by surface states. Even ideal 
surfaces can possess electronic states that represent sufficient charge to make 
the MOSFET inoperable. Hans Quiesser, in his exciting book, Conquest of the 
Microchip, notes: “what finally saved the day was that an incredibly stable oxide 
of silicon can be wrapped around the crystal to protect it” (Queisser, 1998). An
other historical account, The History of Engineering & Science in the Bell System 
(Millman, 1983), states “surface state problems were resolved by an unexpected 
discovery .... Kahng and Atalla found that silicon and clean, thermally grown 
SiO2 interfaces contain sufficiently small surface states to realize a true field ef
fect transistor in silicon”. Frosch and Derick (1957) first reported the beneficial 
properties of the SiO2/Si materials system.

Research in the last twenty years has exploited almost every conceivable sur- 
face/thin film probe to establish the underlying physical nature of this critical 
solid-state interface (Feldman et al., 1998). Of particular interest has been the 
nature of the starting silicon surface, the kinetics of the oxidation process, the 
structure and solid-state chemistry of the silicon-silicon dioxide interface and the 
relationship of the structure to the electronic properties.

Nevertheless outstanding scientific issues remain at the very forefront, limit
ing the further evolution of silicon science and technology. Indeed these issues 
have become even more prominent. For as the device has scaled down, with the 
corresponding reduction of silicon dioxide thickness from microns to nanometers, 
the silicon/silicon dioxide interface becomes more prominent and more limiting. 
We are close to fundamental limits where the need for understanding and atomic 
control becomes ever more critical.
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Ion-scattering experiments
AY = Y(Si) - Y(O)/2 - Yideal

Y(O)

Channeling 
geometry

He+

Figure 3. Schematic of the ion scattering/channeling configuration with the beam oriented parallel 
to the major (100) channeling direction for a Si/SiC>2 structure. The spectrum schematically indi
cates the scattering from the oxygen in the oxide and the silicon contributions from the SiC>2, the 
SiOA and the Si surface peak. The “excess yield”, AT, is indicated as the silicon yield over and 
above that expected from an ideal, stoichiometric oxide and Tjdea], the contribution from the ideal 
surface peak.

It is generally agreed that there is a transition region (of altered structure and/or 
stoichiometry) between crystalline silicon and SiO2- Ion scattering experiments 
on this interface have contributed to the sophisticated characterization required 
for the determination of the structure (Bongiorno et al., 2003). Measurements 
are usually done in a channeling geometry as shown schematically in Figure 3. 
Because of the channeling condition the ion scattering spectrum is dominated by 
silicon and oxygen in the amorphous oxide and the Si surface peak, as shown in 
Figures 3 and 4.

In a channeling direction the ion beam encounters at least the first monolayer 
of a clean surface with a full scattering intensity. Scattering from deeper layers 
is suppressed due to the channeling (shadowing) effect. In practice the “surface 
peak” encompasses scattering yields from the first few monolayers of the solid due 
to thermal vibrations, which cause the first few sub-surface layer atoms to extend 
beyond the shadow established by the first atom in the string. The total yield of 
surface scattering for an ideal crystal can be estimated through a variety of nu
merical simulations (Feldman et al., 1982). Figure 5b shows the good agreement 
between the measured and calculated surface scattering intensity for the Si(100)- 
H-(l x 1) surface, a surface structure that is established to have a near “bulk-like”
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Figure 4. Rutherford backscattering spectrometry (RBS) spectrum for the 3.5 nm-thick silicon 
oxide film grown on a p-type Si(l()0) substrate at 850°C with 0.5-1.0 ppb humidity. This was 
obtained in the channeling grazing-exit-angle geometry using 0.8 MeV 4He+ incident ions along a 
Si ( 100) -axial-aligned channeling direction and an ion detector arranged at a grazing-exit angle of 
95° relative to the incident ion beam (Yamada, 2001).

surface termination. The good agreement between experiment and calculation for 
the “bulk-like” surface establishes the validity of the technique and the value of the 
intrinsic surface contribution to the total silicon scattering intensity (Stensgaard et 
al., 1981).

The essential results of the measurements indicates an excess of Si scattering 
over that expected from an ideal structure for the Si/SiO2 material (Jackman et 
al., 1980). This excess is attributed to the distortion of the first few monolayers of 
silicon at the amorphous oxide/crystal interface. This “excess” has been compared 
to theory (Bongiorno et al., 2003) to provide a total description of the interface 
structure and distortions (Figure 5). The significance of these few monolayers of 
distortion may be understood when it is realized that the electronic wave func
tion of the conduction electrons is confined to ~10 monolayers near the interface 
and the crystal distortion can seriously affect the electron probability density and 
the (inversion layer) electron mobility. This latter quantity ultimately determines
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Figure 5. Measured (full circles) and calculated excess Si yields versus ion energy for (a) the 
Si(100)-SiO2 interface and (b) the Si(100) 1 x 1:H surface. The agreement for the hydrogen termi
nated surface demonstrates the high level of understanding of the intrinsic surface peak. In (a) the 
calculated values are obtained for different models of the interface structures; the contribution from 
partially oxidized silicon is shown by a shaded band. The models are most completely explained 
in Bongiorno et al. (2003), but may be briefly described as (A) near ideal termination with no 
distruption; (B) in-plane dimers and (C) a mixture of dimers and nonstoichiometric oxide.

the speed of the device. Other authors have also measured this Si distortion and 
considered its extent as a function of oxidation parameters (Stedile et al., 1996; 
Yamada, 2001, 2002).

3.2. “Alternate” Dielectrics-Necessity of High K Materials

One of the fundamental limits of ultrathin oxide/oxynitride films is direct tunnel
ing (current) which grows exponentially with decreasing film thickness (Feldman 
et al., 1998). For sub 2 nm films, the tunneling current becomes large, which 
requires a significant (and unacceptable) power dissipation in logic devices, es
pecially for portable applications. To overcome the direct tunneling problem, the 
“physical” thickness of the dielectric should be kept large, much thicker than the 
direct tunneling limit ^2.0 nm. On the other hand, ULSI scaling is driving a re
duction in thickness (increasing capacitance) for next generation of fast switching 
devices. One way to ameliorate these conflicting needs is to replace conventional 
SiO2 by a material with a higher dielectric constant, preferably a much higher one. 
This would allow a dielectric with a thicker “physical” thickness, but the “equiv
alent” capacitance (with respect to pure SiO2) and the direct tunneling current 
would be much reduced.
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Several high K materials are now being explored as a gate dielectric. Recent 
examples include ZrO2, HfC>2, hafnium silicates, scandium oxide and others. The 
material of choice must have a set of important properties including: (i) a high 
dielectric constant (preferably > 25), (ii) high thermal stability (especially with 
respect to Si); (iii) perfect stoichiometry (which presumably minimizes intrinsic 
defects and traps in the film), (iv) a low concentration of interface states and stabil
ity of the interface during thermal treatments and external radiation; (v) resistance 
to dopant diffusion, (vi) low leakage currents; (vii) large band gap (>4 eV) and 
an appropriate barrier offset with respect to silicon; (viii) a low thermal budget, 
defect free processing; and (ix) manufacturability and integration with silicon 
technology. Ideally, this material should have properties as good as SiC>2 on Si, 
but with a much higher dielectric constant. This is a “tall order” and there is no 
clear favorite at the moment. The search for the alternate dielectric is an intense 
on-going activity in the semiconductor community.

Furthermore, a very thin buffer layer of silicon oxide, oxynitride or nitride may 
still be required between the silicon substrate and the high K dielectric in order 
to minimize interface states and to act as a diffusion barrier between the layers. 
In this case, the equivalent thickness of the stacked dielectric will have contribu
tions from both the thickness of the buffer layer and the equivalent thickness of 
the high K layer. To keep the overall equivalent thickness less than ~1.0 nm, 
the buffer layer should consist of not more than 1-2 atomic layers. Needless 
to say, this mono/double layer should be nearly perfect and the new interface 
between the buffer layer and the high K material should be as high quality as the 
SiO2/Si interface. This fact motivates and justifies the continuing, atomic-scale 
studies of ultrathin silicon oxides, oxynitrides and nitrides, in conjunction with 
the exploration of the optimum alternate dielectric.

Ion scattering analysis plays a significant role in the search for the “alternate di
electric” (Gustafsson et al., 2001). Figure 6 shows an important contribution of ion 
scattering for the case of a ZrCL layer. With the clever use of isotopes and making 
use of the mass selectivity and depth resolution of ion scattering the authors show 
that oxidation (in 1SO) of a SiC^/ZrC^ stack results in oxygen exchange within the 
Zr()2 and additional oxidation of the underlying silicon increasing the underlying 
SiC>2 layer. Such results are critical to questions of reliability and processing of 
these new structures.

3.3. SiC/SiO2

Si-based metal-oxide-semiconductor field-effect transistors are at the heart of 
microelectronics. However, for many applications, such as systems operating at 
high power, high temperature, and high frequency, it is very desirable to have
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Proton Energy (keV)

Figure 6. Medium Energy Ion Scattering (MEIS) proton spectrum from the as-deposited ZrCh film 
on Si(100), and a film subsequently re-oxidized in lsO2 (1 Torr, 500°C, 5 min). Signals from l6O, 
18O, Si and Zr are clearly resolved. The arrow at 87.3 keV indicates the energy where surface Si 
would be detected. The data clearly show the growth of SiC>2 at the interface between the Z1O2 film 
and Si substrate (as seen by shifts of the O and Si signals to lower energy), and a dramatic oxygen 
exchange within the film (Gustafsson et al., 2001).

MOSFETs based on a wide-band-gap semiconductor. High temperature at high 
power operation has become increasingly important as society considers energy 
efficient systems.

Several wide-band-gap semiconductors have been investigated extensively, but 
all are limited by the lack of a suitable dielectric. The problem is generic as 
Si-SiC>2 is the only semiconductor-dielectric combination that yields functional 
MOSFETs. No other semiconductor has a native oxide that meets the crucial 
requirements of low densities of interface traps that control channel mobility. De
posited non-native oxides have not proven adequate either. From this perspective, 
SiC is a unique semiconductor because it is the only other material, besides Si, 
whose native oxide is the well understood SiO2- 4H-SiC also has high thermal 
conductivity, high breakdown field strength, reasonable mobility and mobility 
anisotropy and high saturated electron drift velocity, all of which make it a prime 
candidate for high-power, high-temperature, and high-frequency devices. Obvi
ously the critical role of the dielectric requires that the material, its stoichiometry 
and its electrical properties be well characterized and understood. The stoichiom-
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Oxygen (101 ’/cm )
Figure 7. Determination of the Si to oxygen ratio as a function of thickness for SiC>2 grown layers 
on SiC. The values of the slope of the line indicate that the oxide is stoichiomentric SiO2- The y-axis 
intercept is a measure of the intrinsic Si surface intensity. Note that the carbon content, which arises 
from the crystalline carbon surface peak, is constant with growth indicating no carbon incorporation 
(at the level of 1015/cm2) in the oxide.

etry determination is an ideal problem for ion beam analysis. Figure 7, shows 
the results of ion scattering studies, in a channeling direction, to determine the 
composition of the grown oxide on 4H-SiC. Clearly the material is stoichimeteric 
SiÜ2, within the error of the determination. Furthermore, there is essentially no 
carbon within the film. The baseline of the carbon content arises from the carbon 
surface peak and is constant with increasing oxide thickness. Such measurements, 
as a function of processing conditions and in concert with other experimental 
studies, demonstrate that the oxide is essentially pure SiÛ2, similar in all ways 
to the high quality oxide on Si. The successful growth of this oxide followed by 
specialized processing has opened up the possibility for a new high power, energy 
efficient SiC technology (Song et al., 2004).
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3.4. CdSe Quantum Dots

Nanostructures, particularly “quantum dots”, with their very large surface to 
volume ratio and their non-planar geometry, present an important challenge to 
surface scientists. New issues arise as to surface characterization, quantification, 
and interface formation and surface passivation.

A nanocrystal is essentially a three-dimensional quantum square well. By 
precisely controlling a nanocrystal’s size and surface, its properties can be engi
neered. CdSe nanocrystals vary in size from ~2-l 1 nm and contain a few hundred 
to ten thousand atoms. Through quantum confinement of the photo-created elec
tron hole pair the optical properties of the nanocrystal can be tuned by size. For 
example, a 2.2 nm nanocrystal will have 88% of its atoms on the surface and 
absorb light at 420 nm while a 8.5 nm nanocrystals consists of 20% surface atoms 
and absorbs light at 650 nm. Nanocrystals are usually chemically synthesized in an 
organic surfactant that passivates the surface. The choice of surfactant can control 
the growth of the nanocrystal and its size and shape. The surfactant/nanocrystal 
organic/inorganic interface also controls the ultra-fast carrier dynamics in the 
nanocrystal and the fluorescence quantum yield. Alternatively the surface of the 
CdSe nanocrystal can be passivated with a second inorganic material, such as CdS, 
ZnS, or ZnSe to create a core-shell nanocrystal. When wrapped in a wider band 
gap material the electron-hole pair is further confined and surface states dangling 
bonds are minimized. If the interface between the two inorganics is perfect nearly 
unity quantum yield materials result. Here again characterization of the interface 
is crucial in order to engineer a quantum dot with desired properties (McBride et 
al., 2006).

Given their large surface to volume ratio and their non-planar geometry, 
nanocrystals present an important challenge to surface scientists. Recent investi
gations use Rutherford backscattering spectroscopy (RBS) and atomic number
contrast scanning transmission electron microscopy (Z-STEM) to determine 
composition and size (McBride et al., 2006). When combined these techniques 
give information on nanocrystal composition, surface composition, surface ligand 
coverage, and nanocrystal structure, including the interior, interfaces, and surfaces 
of the quantum dot.

Figure 8 shows an example of the insights to be gained by the accuracy 
afforded in a stoichiometry measurement via RBS. Here the quantity of interest is 
the stoichiometry as accurately determined via the Cd/Se ratio. Systematic studies 
as a function of size and crystal growth procedures revealed that nanocrystals 
grown in TOPO (trioctyphosphine oxide) showed excess Cd. The systematic



MfM 52 Ion Beam Analysis of Lower Dimensional Structures 147

Rutherford Backscattering Spectroscopy (RBS): Comparison of TOPO 
only CdSe v$ TOPO/HDA CdSe

Figure 8. RBS spectrum comparison of CdSe nanocrystals grown in TOPO and HAD. The 
ideal stoichiometry, 1:1, is achieved in the HAD grown material leading to more uniform size 
distributions and more efficient optical properties (McBride et al., 2006).

series of measurements indicate that the excess was a surface component, easily 
envisioned when it is recognized that the surface contains ~50% of all the atoms 
in the structure. Growth in hexadecylamine (HAD) results in a stoichiometric 
nanocrystal with superior surface properties, compared to growth in TOPO. These 
core structures may then be encapsulated in a wide-band gap semiconductor to 
provide surface passivation and reduce surface recombination.

The RBS analysis reveals intriguing insight in the structure of these TOPO 
only nanocrystals. The excess Cd is due to the stabilization of Cd dangling bonds 
by the passivating TOPO. An outcome of this analysis was the successful capping 
of the stoichiometric nanocrystals with a wide band gap semiconductor, ZnCdS. 
The wide band gap material plays the same role in these nanocrystals as SiO2 on 
Si-namely it passivates surface states. The final structure had exceedingly high 
quantum yields of >80%, indicative of a well passivated surface.

4. Conclusions and Questions

These examples illuminate the strengths, weaknesses and physical limitations of 
ion scattering spectroscopy. It is important to distinguish between limitations that 
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arise because of well-understood physics and limitations that might be overcome 
with new experimental and computational approaches.

A complete discussion of the limitations to depth resolution in ion scatter
ing experiments has recently been presented by Schulte et al., focusing on the 
shape of the surface peak in “clean surface” experiments (Schulte et al., 2001). 
Good agreement between experiment and theory depends on the understanding 
of the impact parameter dependent stopping power, understanding the thermal 
vibrations of surface atoms, and the possibility of specific inelastic losses. All 
of these quantities require further testing and more precise comparisons between 
experiment and theory. A fascinating aspect of this question is the possible effects 
of modified energy loss and energy loss straggling in these lower dimensional 
structures consisting of a two-dimensional electron gas (Borisov et al., 2006).

Buried interfaces provide an additional set of issues for the ion scattering com
munity. Undoubtedly new methods to deconvolute straggling contributions could 
be a substantial benefit in analysis. This is a formidable task both experimentally 
and theoretically. Nevertheless success in this venture will represent a substantial 
benefit and applicability to the technique. It is clear that all of the buried struc
tures described above would benefit from a sophisticated deconvolution of the 
straggling contribution to the resolution broadening.

On the experimental side there needs to be considerable efforts at higher res
olution and more efficient detectors. Efficiency here might mean the ability for 
three dimensional analysis in the channeling-blocking configuration, to minimize 
ion beam damage. The convenience of the solid state detector also needs to be 
recognized. The great advances that have occurred in semiconductor heterostruc
tures suggest that new solid state detectors might be conceived with better energy 
resolution.

Many contributions to nanoscience will depend on the successful utilization of 
focused ion beams. It is important to explore new and convenient ways of forming 
such beams, with optimal geometries to reduce probing beam damage effects. The 
glass capillary approach mentioned above is such an example (Nebiki et al., 2003).

Finally, as noted above, thin film stoichiometry is a great strength of the RBS 
technique. In the limit of high statistical accuracy the stoichiometric determination 
will be limited by absolute knowledge of the scattering cross-sections, indicat
ing the need for more precise measurements of these fundamental quantities, 
particularly for low Z elements.

All of the examples cited above could yield more detailed and specific 
information with the potential advances cited above.
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Abstract

In this work we explore some unsolved problems in ion-beam techniques 
involving backscattered projectiles or nuclear reactions. In particular, we fo
cus on the influence of a single violent collision on the depth resolution. 
In high-resolution experiments, where the surface or near surface interfaces 
are investigated, the energy straggling becomes very asymmetric. The cor
responding energy-loss distributions are skewed for larger energy losses due 
to the ionization and excitation of the inner-shell electrons. We determine 
the electronic energy-loss distribution using the coupled-channel calculations. 
Then these ab-initio calculations are used as benchmark for simple models of 
energy-loss lineshapes that can be used in ion-beam analysis to replace the 
standard Gaussian distribution.

E-mail: grande@if.ufrgs.br



152 P,L. Grande et al. MfM 52

Contents

1 Introduction 152

2 Open Problems in IBA 154

3 Asymmetrie Energy Loss Straggling 155

4 Energy Loss in a Single Collision 156
4.1 Coupled-Channel Method...................................................................................156
4.2 Independent-Particle Model............................................................................... 158
4.3 Higher-Order Effects.........................................................................................160
4.4 Reference Results............................................................................................... 164
4.5 Simple Model for Energy-Loss Distributions...................................................167

4.5.1 Model for the Mean Energy-Loss...................................................... 167
4.5.2 Energy-Loss Moments......................................................................... 169
4.5.3 Analytical Formula............................................................................... 171

5 Examples 172
5.1 Depth Profiling in Ultra Thin Films...................................................................172
5.2 Description of the Al Surface Peak...................................................................173

5.2.1 Transport: Stochastic and Monte-Carlo Approaches......................... 175

6 Conclusions 180

Acknowledgements 182

References 182

1. Introduction

The ideal ion-beam technique is the one that is non-destructive, has high 
sensitivity, atomic selectivity and high lateral and well as depth resolution.

However, this is not the case for the real ion-beam techniques. In fact, most of 
the open problems in ion-beam analysis (IBA) are concerned with how to increase 
sensitivity and resolution without damaging the target.

Many improvements have been achieved during the last years in order to in
crease sensitivity and resolution in IBA. From the experimental point of view, 
the increasing use of magnetic, electrostatic and time-of-flight spectrometers has 
strongly enhanced the resolution compared to standard surface barrier detectors. 
The detection efficiency has been improved by using a larger number of detectors 
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as well as by increasing the solid angle with the corresponding geometrical correc
tions (Dollinger et al., 2004). Furthermore, ultra high vacuum conditions have al
lowed for surface and near-surface investigations (Woodruff and Delchar, 1994). 
On the side of the data analysis, nowadays there are many fitting procedures and 
simulation programs, which have been recently reviewed by Rauhala et al. (2006). 
From the theoretical point of view, the equilibrium and non-equilibrium stopping 
forces as function of the projectile charge-state can be obtained using different 
approaches and programs, as for example the Unitary Convolution Approximation 
UCA (Schiwietz and Grande, 1999; Grande and Schiwietz, 2002), the Friedel Sum 
extended to finite velocities (Arista and Lifschitz, 1998; Arista, 2002) and the 
Binary model (Sigmund and Schinner, 2000, 2002; Sigmund, 2004). In these ap
proaches the projectile charge-state enters as an input parameter. Recently, Grüner 
and Bell (2006) has extended the CTMC (Classical Trajectory Monte-Carlo) 
method (Olson, 1989) to calculate not only the stopping force but also the charge
states for heavy ions at high energies. Concerning the statistical treatment, the 
use of the stochastic theory to analyze, for instance, the nuclear reaction analysis 
(NRA) using nuclear resonant reactions, has established this ion-beam technique 
as a powerful method for depth profiling light isotopes (Maurel et al., 1982).

The improved experimental conditions have allowed for energy re
solved monolayer resolution, using medium energy ion scattering (MEIS) 
(Vrijmoeth et al., 1991), Rutherford backscattering (RBS) (Kimura et al., 1994) 
and also recoil detection analysis (ERDA) (Dollinger et al., 1998b). The fun
damentals for monolayer resolution analytics using the energy loss of ionic 
projectiles is, besides the high resolution, grazing incidence or detection con
ditions (only few degrees with respect to the surface), because the ratio of the 
energy loss straggling to the mean energy loss decreases for increasing projectile 
pathlength. Recently, Carstanjen and coworkers (Srivastava et al., 2004) have per
formed a remarkable experiment, where individual atom layers in graphite have 
been observed by RBS using 1 MeV N projectiles. In this experiment we may 
find two open problems in I BA, namely a non-Gaussian energy loss distribution 
for atomic layers near the surface and a reduced yield for the first monolayer due 
to charge exchange processes.

The present paper is organized as follows. Some unsolved problems in IBA are 
addressed in Section 2. Then, we will focus on the problem of asymmetric energy 
loss distributions in Section 3 and subsequent sections. The energy loss straggling 
in a single collision (in Section 4) will be described using ab-initio calculations (in 
Sections 4.1 to 4.4) and a simplified model (in Section 4.5). The importance and 
correct modeling of the energy loss in a single collision is discussed in Section 5 
for depth profiling of Hf in sub-nanometric high-k oxide films (in Section 5.1) 
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and for the description of the surface peak in Al (in Section 5.2). Finally the 
conclusions are presented in the last section. If not indicated otherwise, atomic 
units (e = m = h = V) will be used throughout the paper.

2. Open Problems in IBA

In most used ion-beam techniques including analysis (RBS, MEIS, ERDA, NRA, 
etc.) (Tesmer and Nastasi, 1995) and ion therapy (Debus et al., 2004), the energy 
scale can be converted to depth and the measured yield to concentration. In this 
way, the accurate knowledge of the projectile energy-loss distribution and charge
states are of fundamental importance. Not only the knowledge of stopping forces 
are required but also the energy straggling (Gaussian or non-Gaussian) as a func
tion of the projectile charge-state must be accurately known, even within a 1% 
level, for some applications.

For ion-beam techniques dealing with heavy ions, there are additional prob
lems in the data analysis related to non-equilibrium projectile charge-states. It 
has been observed (Dollinger et al., 1998a; Carstanjen, 1998) that the yield of 
detected heavy ions depends on the projectile charge-state and the charge-state 
populations depend on the depth. In fact, the correct data analysis in such exper
iments is a quite complex problem, since many charge-changing cross-sections 
have to be known accurately as a function of the projectile charge and energy. 
An experimental way out of this problem is the measurement of the yield for 
all projectile-charge states, which is extremely time consuming especially for 
electrostatic and magnetic spectrometers.

There are numerous other problems, which limit the use of ion-beam analysis. 
For instance, it would be very interesting to use ion-beam techniques for elemental 
depth profiling in materials that are not planar such as nanostructures embed
ded in a homogenous host target. However, all data analysis procedures assume 
translation invariance in the direction perpendicular to the sample normal.

Another problem is the determination of the instrumental resolution function 
without any influence of the target, particularly in magnetic and electrostatic 
spectrometers (Munoz-Marquez et al., 2005b). In fact, what can be measured is 
the convolution of the instrumental spectrometer function with the energy-loss 
straggling. The accurate knowledge of the instrumental function as well as of 
the Doppler effect coming from target thermal vibrations are of ultimate impor
tance to understand the asymmetric energy-loss distributions in future ultra-high 
resolution experiments.

Among many open problems for ion-beam analysis, here we will focus our 
present study to address asymmetric energy-loss distribution laws. As will be 
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shown below, the understanding and corresponding modeling of such asymmetries 
is crucial to use the ion-beam analysis in subnanometric regions near the surface.

3. Asymmetric Energy Loss Straggling

The use of Gaussian distributions for the electronic energy loss in IBA techniques 
has been widely used in the literature not only because its simplicity but also 
because for thick enough targets the energy-loss distribution does tend to a normal 
distribution according to the central limit theorem (for Q2 » 7’2ax - see Sigmund, 
2006). In other words, a Gaussian energy-distribution results from the convolution 
of many small energy losses due to individual events.

There are two significant improvements of the existing formalism: impact
parameter-dependent straggling (Kabachnik et al., 1993) (adopted here) and non
Gaussian straggling based on realistic and non-realistic energy-transfer cross
sections (for a very nice and self containing review, see Sigmund, 2006).

Differently from other ion-beam techniques, the modeling of nuclear reac
tion profiling (NRP) (Maurel et al., 1982) does not assume Gaussian energy-loss 
distributions. Instead many self-convolutions are determined numerically for an 
approximate single collision spectrum. The nuclear reaction yield is then obtained 
by considering Poisson statistics of collisions, the cross-section for the resonant 
reaction, the beam spread and Doppler broadening effect. Thus, experimental 
excitation curves are fitted using trial concentration profiles. In this way, highly 
accurate depth profiling of light isotopes has been obtained with remarkable depth 
resolution (Driemeier et al., 2006), though the electronic excitations for the ion
nucleus nuclear reaction are also important for an improved depth resolution in 
ultra-thin films (Schulte et al., 2001).

In summary, the asymmetry in the energy-loss distribution arises from the sta
tistics of collisions, which are uncorrelated in amorphous materials and correlated 
in crystals. On the other hand, collisions with very small impact parameters to the 
nucleus as the backscattering collision in scattering techniques may be responsible 
for very large asymmetries since the inner-shells can be ionized. This will be of 
ultimate importance for the cases where there are collisions with high inner-shell 
ionization probability and large binding energy.

Moreover, the inner-shell binding energy has to exceed the projectile-energy 
straggling before the violent collision, and of course, the experimental resolu
tion must have a variance smaller than (or comparable to) the inner-shell binding 
energy. This scenario occurs, for instance, in surface and near-surface investiga
tions using typically few hundred keV of protons or helium in MEIS experiments 
(Hoshino et al., 2005).
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4. Energy Loss in a Single Collision

During the last years we have investigated the electronic energy loss of bare 
and screened ions for light targets using the coupled-channel method. This first 
principle calculation (Schiwietz, 1990; Grande and Schiwietz, 2004), based on an 
expansion of the time-dependent electronic wave function in terms of atomic or
bitals, has been successfully applied to evaluate the impact-parameter and angular 
dependence of the electronic energy loss and the total stopping cross-section of 
ions (antiprotons, H and He) colliding with H and He atoms at energies ranging 
between 1 to 500 keV/amu. It has also been applied to calculate the entrance
angle dependence of the stopping force for He ions channeling along the Si 
main crystal directions (dos Santos et al., 1997) as well the shape of the surface 
peak for protons backscattered from Al under channeling and blocking conditions 
(Grande et al., 2004).

These benchmark calculations have also been used to check simplified models 
that account for the basic energy loss processes without the need of large scale 
calculations (Grande and Schiwietz, 1998; Schiwietz and Grande, 1999) and to 
calculate the probability of multiphoton ionization in the case of intense fs-laser 
pulses (Schiwietz et al., 2001; Grande and Schiwietz, 2004).

4.1. Coupled-Channel Method

Here we will focus the attention on atomic treatments of the energy-transfer 
process. Thus, we will not consider solid-state effects such as intra-band transi
tions, collective excitations (bulk and surface plasmons) and the corresponding 
dynamic projectile screening. The coupled-channel was already reviewed in 
Grande and Schiwietz (2004). In what follows we review the most important 
points for completeness. Any additional information can be found in Grande and 
Schiwietz (2004) and references therein.

The theoretical formulation of atomic excitation and ionization processes 
is conveniently discussed by introducing the quantum-mechanical Hamilton 
operator. For a three-body system the Hamiltonian reads

M = Tp(Fp) + Tt(rt) + Te(re) + Vpt(Æ) + Vte(r) + Vpe(fl - r) (1)

with the kinetic and potential energies denoted T and V, respectively. The sub
scripts p, t, and e refer to the projectile ion, target core, and electron as indicated 
in Figure 1.

In the following we will use the impact-parameter method, i.e., it is assumed 
that rp and rt are given by classical paths rp = rp(r, b), rt = rt(r, b) (determined
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Figure 1. Vector diagram for the projectile ion A^+, the ionic target core B+, and one active 
electron. The impact parameter b is indicated. rp, rt and re are position vectors of projectile, target, 
and electron in the center-of-mass system.

by the impact parameter b). This concept was first introduced by Mott (1931) and 
Bang and Hansteen (1959).

If, additionally, an independent motion of the electron (McGuire and Weaver, 
1977) is assumed, one may solve the time-dependent Schrödinger equation for 
one active electron:

6^ - Jfj 4>e(r) = 0 (2)

with

= ^te + VpeWO - F) (3)

and

^te(O = re(re) + vte(re - rt(0). (4)

In the subsequent treatment the electron coordinate will be measured from the 
accelerated target nucleus and is the only dynamical variable. Thus the target 
system is the frame of reference. In such a non-inertial system non-Newtonian 
forces arise. The corresponding Hamiltonian is

Jfte = - Vte(r) + Te(r) + Vrecoil(r, rt(f)). (5)

It is reasonable to neglect the last term VreCoii. By doing this, transitions are ex
cluded which are due to the interaction of the active electron with the recoiling 
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target nucleus. This so-called recoil effect leads to insignificant contributions to 
total cross-sections, but may be important for very close collisions (b < 10-3 
a.u.) (Rösel et al., 1982). Before the solution of Equation (2) is explained in more 
detail, the classical path R(t) should be defined. Given the time-dependent elec
tronic wave function <t>e, a classical Hamiltonian for the heavy particles may be 
defined:

M = 7p(rp) + Tt(rt) + Vpt(R) + <<Pe| Vpe(Æ - r)|<De> + VteCdm (6) 

With this Hamiltonian the classical equations of motion are solved. The last term 
in Equation (6) was neglected because of its small influence on the motion of the 
target core in case of a strongly target-centered wave function It is emphasized 
that the concept defined by Equation (6) introduces for the first time a dynamically 
curved projectile trajectory in the impact-parameter method. Thus the projectile 
motion is coupled to the motion of the active electron. We note that this procedure 
goes far beyond the Born-Oppenheimer approximation.

It is noted that some calculations have been performed with hyperbolic pro
jectile paths. In this case only the first three terms in Equation (6) are considered. 
However, most of the previous calculations have been performed for straight line 
paths, as given by the first two terms in Equation (6). Such calculations are equiv
alent to quantum-mechanical solutions of the three-body Schrôdinger equation 
with plane projectile waves.

4.2. Independent-Particle Model

The electronic many-body Hamiltonian in Equation (1) is treated in the frame
work of the independent-electron frozen-core model. This means that there is 
only one active electron, whereas the other electrons are passive (no dynamic 
correlation is accounted for) and no relaxation occurs. In this model the electron
electron interaction is replaced by an initial-state Hartree-Fock-Slater potential 
(Herman and Skillmann, 1963).

The independent-electron approximation allows for a distinction of target 
electrons and projectile-centered electrons which screen the projectile nuclear 
charge. One of the most important dynamic correlation effects (deviations from 
the independent-electron approximation) is the collision of a target electron with 
a projectile-centered electron (McGuire and Simony, 1981). This will directly 
enhance the energy loss and reduce the projectile screening.

The time-dependent Schrôdinger equation may be solved by expanding 
<Fe({r}, Z) in terms of unperturbed eigenfunctions 99, of the target with coefficients
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a, (?) = (epi I 4>e(0). Thus, Equation (2) is replaced by a set of coupled first-order 
differential equations, the so-called coupled-channel equations:

1

i-a,(O = £a,(r)e'<£'~WMi(Æ(/)) (7)
j

with the internuclear distance R and

Vj^(RW) = MVps(R(t),r)\<pj). (8)

Ej is the orbital energy associated with the target wave function cp,. Here Vpe is an 
effective potential seen by the active electron, which contains the screening effect 
produced by other electrons from the medium. For bare incident ions, the active
electron projectile interaction Vpe is just the Coulomb potential. However, in the 
case where the projectile carries electrons, we use a screened potential made up 
of the Coulomb part due to the projectile-nuclear charge and the static potential 
produced by the target electrons that screen the projectile-nuclear charge, 

Vpe(Æ - r) = - /p

R — r\
(9)

where Zp is the projectile nuclear charge, is the projectile-electron wave func
tion and N is the number of projectile electrons. The wave functions for each 
electron n of the projectile are obtained according to the Hartree-Fock-Slater 
procedure (Herman and Skillmann, 1963). Thus, we neglect dynamic screening 
(a time dependence of due to target induced polarization respectively ex- 
citation/ionization), Pauli correlation (antisymmetrization of the projectile- and 
target-centered wave functions) as well as dynamic correlation effects due to the 
residual electron-electron interaction. It is pointed out, that the dynamic electron
electron interaction is not included in the present model since there is only one 
active electron.

For high projectile speeds and low projectile charge-states the transition 
matrix-elements are small. This is the domain of first-order perturbation 
theory (semi-classical approximation SCA, first-order Born approximation); see 
for example Kabachnik et al. (1993). In this case, most transitions are governed 
by the direct step from the initial state j to the final i. Thus, we may drop the 
summation over j and use aj(t) = I (the state j corresponds to the ground-state). 
Hence, the time-consuming solution of the coupled-channel equations is reduced 
to a set of simple integrals over time within perturbation theory.

The coupled-channel equations are solved numerically in order to obtain the 
coefficients a, after the collision (t -> oo). In contrast to other coupled-channel 
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calculations we do not use pseudo states to represent the electron continuum wave 
functions. Instead we use a large number of continuum wave-packets that are 
composed out of a superposition of exact continuum eigenstates (up to 500 gerade 
states with partial waves up to I = 10), since the computation of the stopping 
power demands high accuracy of the emitted electron energy spectrum.

Each excited or continuum state corresponds to a well-defined energy transfer 
AE(- (= E| — Eo)- Then the cross-section for a such an energy-transfer process 
will read

(10)

and average electronic energy loss Q{b) is given by

e(è) = ^|a,|2(è)AEi. (ID

The electronic stopping cross-section Se and energy straggling W per atom can 
be computed directly from:

(12)

(13)

For the electronic energy-loss distribution dPj/dT we use

—i-(è) = - («/ - </)), (14)
f

It is pointed out that for elastic collisions (f = i) as well as for “bound-state” 
excitation the energy-loss distribution defined above contains spikes due to the 
atomic level structure. Broadening effects originating from state lifetime, band 
width and the Doppler effect are not considered explicitly since they are much 
smaller than the experimental resolution. It is noted that the above sums have to 
be replaced by integrals in the case of continuum states.

4.3. Higher-Order Effects

The coupled-channel calculations allow for accurate calculations of higher-order 
effects. At high energies the electronic energy loss may be expanded in terms of 
the projectile charge Zp according to
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ß(Z>)=<?1Zp2 + 92Zp3 + ?3Zj + ---. (15)

The quadratic term is the leading one at high energies. It is well described by 
first-order Bom theory and involves only direct ionization and excitation of the 
target atom. With decreasing ion energy higher-order effects become important. 
They either depend on the sign of the projectile charge Zp (polarization and 
binding effects) or only on the absolute value of Zp. All higher-order effects 
(deviations from the Zp proportionality) can be related to multiple successive 
interactions of the active electron with the projectile and the (screened) target 
within a single collision. The number of these interactions increases for high 
projectile charges, small impact parameters and low projectile velocities. We can 
distinguish different higher-order contributions as a function of the strength of the 
perturbation.

For small perturbations of outer-shell electrons the polarization of the elec
tronic density appears first. Positively charged particles attract and negatively 
charged projectiles repel the electron cloud during an early stage of the collision, 
which leads to a change of the density around the projectile path and correspond
ingly to a change in the stopping power. This is a second-order effect (proportional 
to Z3)-

By decreasing the ion energy the influence of the projectile is no longer a 
small perturbation and effects such as saturation and binding-energy modifica
tions will appear. In standard first-order treatments, the sum over all probabilities 
exceeds one since no reduction of the of the initial-state population is accounted 
for. This leads to an artificial creation of electrons (overestimated stopping power 
proportional to Z^). The corresponding experimentally observed saturation (stop
ping power reduction compared to Z“ for heavy ions) may roughly be described 
within the unitary first-order Magnus approximation (Ryufuku and Watanabe, 
1978, 1979). A different treatment by Bloch (1933) also takes into account this 
effect and the term proportional to Zp agrees quite well with the one from 
coupled-channel calculations.

For inner-shell electrons the so-called binding effect gains importance. The 
resulting change of the stopping power is proportional to Zp but its sign is oppo
site to the change induced by the polarization effect. The binding effect can be 
viewed as an increased binding energy of the bound electron in the vicinity of 
positively charged projectiles, which reduces the stopping power for small impact 
parameters (or large scattering angles).

Finally, at low energies the projectile represents a strong perturbation and 
effects such as electron capture for positive projectiles and adiabatic ionization 
(Fermi-Teller effect; Schiwietz et al., 1996) for negative charged projectiles turn 
out to be very important. The electron capture may be viewed as a very strong
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Figure 2. Contour plot of the time-dependent electronic density of a hydrogen atom disturbed by a 
lOkeV proton (on the left) and antiproton (on the right) at b = 1. The plot corresponds to a cut of 
the density across the collision plane.
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polarization effect (target electrons are attracted by and finally travel with the pro
jectile). If the electronic motion is described in a target-centered basis all orders 
of the perturbation are necessary to yield the time-dependent electron-density. In 
other words, the interaction between electron and projectile never stops. In the 
Fermi-Teller effect, collisions with negative heavy projectiles are involved. For 
the case antiprotons on H, the electrons move in the field of a transient “quasi
dipole” formed by the heavy particles. The electronic states of the quasidipole 
experience a rapid loss of binding energy when the distance between the heavy 
particles decreases, and become even unbound at a certain non-zero “critical” 
distance.

Besides these effects we also observe for increasing perturbations (high Zp at 
low energies) a diffusion-like effect in the energy spectrum of emitted electrons 
(Grande and Schiwietz, 1995). The first excitation step gives rise to an excita
tion spectrum with a maximum at low energy transfers. Successive interactions 
(continuum-continuum couplings) yield a broadening of the excitation spectrum. 
Hence, low electron energies are suppressed due to this diffusion-like process and 
the mean stopping power as well as the straggling are enhanced. This energy
diffusion effect may be viewed as the onset of the Fermi shuttle effect, where 
multiple head-on collisions between projectile and electron in the field of target 
lead to extremely high electron energies.

Figure 2 shows a contour plot of the time-dependent electron density for a 
hydrogen atom disturbed by a positively (displayed on left) and negatively (dis
played on right) charged Coulombic point particle at 10 keV per atomic mass unit 
(amu) at an impact parameter of 1 a.u. These electronic densities correspond to a 
cut in the collision plane and were obtained directly from the calculated transition 
amplitudes a,(Z) according to

p(r, r) = ,(£/ £y),^(r)^*(r),
'.J

(16)

using about 200 gerade states. An inspection of this figure shows several inter
esting features. First, the positively charged particle (proton) attracts the electron 
on the incoming path; the so-called polarization process. One may see that the 
electron density moves towards the projectile. The opposite effect takes place for 
the negatively charged particle (antiproton).

Second, for protons at the distance of closest approach, the maximum of the 
electron-density points to the backward direction at an angle of about 120 degrees 
with respect to the beam axis. It is clearly visible that the electron density lies 
behind the projectile, although the proton is attracting the electron. The reason 
for this behavior is a delayed response of the electron cloud (the inertia due to 



164 P.L. Grande et al. MfM 52

the electron mass). Third, the proton enables electron-capture in the outgoing 
path of the collision and large fraction of the electron density is finally bound 
to and moving with the projectile. Since an antiproton repels the target-electron, 
the electron density near the projectile on the outgoing path of the collision is 
almost zero.

For collisions of antiprotons with atomic hydrogen, a quasi dipole is formed 
during the collisions. The dipolar antiproton-proton system does not support 
bound states for inter-particle distances below 0.64 a.u. (Schiwietz et al., 1996). 
For finite velocities and larger impact parameters b (in the figure, b = 1) there is 
still a significant ionization contribution. As can be observed in the figure at the 
distance of closest approach there is a high transition probability (blowing up of 
the density).

4.4. Reference Results

In the framework of the independent-electron model, the probability for a cer
tain total electronic energy-loss A£ transferred during an individual ion-atom 
collision can be written as

<i7>
where the index i runs over all electrons for each subshell, for example, the Is, 2s, 
2p, 3s and 3p of the Al atom. Equation (17) corresponds to a series of convolutions 
of individual single-electron energy-loss distributions from Equation (14). In this 
way, multiple ionizations/excitations are taken into account.

Figure 3 shows the results of the coupled-channel calculations for the energy
loss probability of 100 keV H+ projectiles colliding with atomic Al at b = 0. The 
elastic peak (the peak at AE = 0) is represented here by a Gaussian distribution 
with a very small standard deviation (about 10 eV) in order to keep the normaliza
tion and to avoid the use of a Dirac function. In the present case, backscattering is 
almost always accompanied by excitation or ionization events, involving mainly 
electrons from the 2p shell (due to the large number of electrons) and from the 
3s and 3p bands. This is the reason for high backscattering yields at non-zero 
energies in the figure.

The main feature of the energy-loss distribution in Figure 3 is the signifi
cant contribution of the L-shell at large energy transfers. The contribution of the 
valence electrons for the surface peak is of minor importance since the corre
sponding M-shell energy loss is much smaller than the experimental resolution. 
K-shell ionization of Al atoms is kinematically suppressed for protons at incident 
energies below about 1 MeV.
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Energy Transfer (aE) (eV)

Figure 3. Energy transfer in a single collision for 100 keV H+ on atomic Al for a near central 
collision (b —> 0).

Figure 4. Energy transfer in a single collision for 100 keV H+ on atomic Y for a near central 
collision (b —> 0).
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Figure 5. Energy transfer in a single collision for 100 keV H+ on atomic Y using different projectile 
trajectories in a near central collision (b -+ 0).

The same can be seen in Figure 4 but for an Y atom, which has much more 
subshells than Al. In this case we can observe many peaks indicated by arrows. 
Some of arising from double inner-shell ionization and even triple ionization are 
visible. However, all theses peaks are washed out after considering the experimen
tal resolution or Doppler effect due to the thermal motion of the target atoms in 
a solid. But the energy-loss distribution remains very asymmetric (see Figure 5) 
because of large energy transfer to ionization of the inner-shells.

The influence of different ion trajectories on the electronic excitations can be 
seen in Figure 5 for 100 keV protons on Y atom. Here the coupled-channel results 
from Equation (17) were convoluted with a typical experimental resolution (of 
about 240 eV) found in MEIS experiments. The curve denoted as straight-line, 
corresponds to coupled-channel calculations using a straight-line trajectory for the 
projectile (passing through the Y atom) while the other curves stand for dynamic 
curved trajectories calculated from the hamiltonian described by Equation (6). For 
dynamic curved trajectories, the final scattering angle is indicated in Figure 5. As 
can be observed from this figure, the electronic energy-loss distribution is nearly 
insensitive to projectile trajectories as far as very small impact parameters are 
concerned. In fact there is a narrow range of impact parameters corresponding 
to a large variation of the scattering angle, where the energy-loss distribution is 
about the same (even for scattering angle of few degrees almost no change has
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-------b = 0
------b = 0.0014 Å (e = 125°) (dynamic-curved) - 

b = 0.0026 Å (e = 90°) (dynamic-curved)
-------b = 0.058 Â (6 = 5°)

H+(100keV) + Y(atom)J

Figure 6. The same as in Figure 5 but unfolded results and including an additional scattering angle 
of 5 degrees.

been observed, see Figure 6). The near central collision regime is determined by 
this range of impact parameters. We have also checked the recoil effect described 
in Section 4.1 but it is negligible for protons with some hundred keV colliding 
with heavy targets such as Al or Y.

4.5. Simple Model for Energy-Loss Distributions

The coupled-channel calculations demand a computational effort that precludes its 
direct use in any analysis of ion-beam data. Therefore, we search for an approx
imate solution without the necessity of performing a large-scale calculation. For 
this purpose, the close coupling calculations shall be used as benchmark results to 
check simple models for the energy loss distribution at near central collisions. A 
detailed description of such models may be found elsewhere (Grande et al., 2006). 
Here we present only a short outline of the method.

4.5.1. Model for the Mean Energy-Loss
The first ingredient of a model for the electronic energy-loss distribution is 
the mean energy-loss value as a function of the impact parameter Q(bf In re
cent works (Grande and Schiwietz, 1998; Schiwietz and Grande, 1999) we have 
proposed a simple formula for Q(b) - called Perturbative Convolution Approxi
mation (PCA) and Unitary Convolution Approximation (UCA) - realized by the 
CasP Program (Grande and Schiwietz, 2006). This formula reproduces first-order
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Born results for all impact parameters for bare and also for screened projectiles 
(in the PCA mode) and contains some higher-order terms, reproducing the Bloch 
formula (Bloch, 1933) at high velocities (in the UCA mode). The UCA model can 
also be seen as the impact-parameter realization of the Bloch formula and resem
bles the Binary model of Sigmund and Schinner (2000). The following simple 
formula

(18)

with

(19)

joins smoothly all regions of impact parameters b for which two-body ion-electron 
(small £>) and dipole (large b) approximations are valid (see Figure 7).

The function h(2vb) (see Grande and Schiwietz, 1998) approaches zero for 
b <<C 1/v (relative impact parameter smaller than the electron de Broglie wave
length in the projectile frame) and it reaches 1 for large values of b. The 
first two product terms in Equation (19) resemble the classical energy trans
fer to a statistical distribution of electrons at rest and describe violent binary 
collisions. The last term, involving the g function (see Grande and Schiwietz, 
1998) and the oscillator strengths accounts for the long ranged dipole tran
sitions as depicted in fig(7) where the energy transfer is about 1/Ar (At is 
the collision time and is about the impact parameter b divided by the projec
tile velocity v). For intermediate impact-parameters the closure approximation 
in applicable (Grande and Schiwietz, 1998), which links smoothly the two body 
projectile-electron scenario with the dipole approximation.

The first integral f d2rT ..., in Equation (18) describes a convolution with 
the initial electron density also outside the projectile path and yields non-local 
contributions to the energy loss. It is noted that these non-local contributions 
are neglected in most previous simple energy loss models. With the parameter 
T] equal to one, this formula mimics the first-order Born approximation very well 
(Grande and Schiwietz, 1998) and it is denoted PCA (perturbative convolution ap
proximation). For increasing projectile-charge first-order calculations (on which 
PCA is based) break down. They do not take in account, for instance, that each 
electron transition gives rise to an increased final-state population and a corre
sponding reduction of the initial state population. It is clear that the ionization 
probability cannot increase indefinitely with the strength of the perturbation (the 
so-called saturation effect). Since these ionization processes come mostly from
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At = b/vE(t)

Closure 
approximation

Figure 7. Impact parameter regions that are interpolated by the PCA/UCA models.

small impact parameters, we have introduced in Schiwietz and Grande (1999), a 
scaling parameter r] in the function h that enforces unitarity in accordance with 
the Bloch model (Bloch, 1933).

Nevertheless, the UCA model, as other stopping power models (Sigmund and 
Schinner, 2002; Arista, 2002), only calculates the mean electronic energy loss. 
Except for the model from Grande et al. (2006) no simple calculation for the 
energy loss distribution as a function of the impact parameter is available so far.

4.5.2. Energy-Loss Moments
Using the mean energy loss Q(b) calculated from the UCA model, as shown in 
Grande et al. (2006), we can determine the moments of the energy loss distribution 
by assuming the following model.

The energy-loss distribution due to a single electron in a given sub-shell has 
two parts. A no-loss part, represented by a delta function at zero energy transfer, 
and a loss part, separated from the no-loss part by an energy gap corresponding
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Figure 8. Standard deviation for the electronic energy-loss distribution in a single collision for 
impinging protons at 100 keV and b = 0 as a function of the atomic number of the target.

essentially to the binding energy of the sub-shell. The loss part involves a fixed 
averaged energy loss Ë (with E = \n(2mv2/1h), where m is the electron mass, v 
the projectile velocity and //, is the binding energy). The ratio of the loss to no-loss 
part (Preaction), as a function of the impact parameters is determined from the mean 
energy loss Q(b). The second and the third moments of the distribution, related 
to the standard deviation and skewness respectively, are determined by assuming 
a 1/AE2 law starting from the binding energy value lb up to the maximum en
ergy transfer 2m v2. Then, the effect of all electrons is determined by adding the 
moments (relative to the first moment) according to the additivity rule found in 
convolutions of probability distributions. Further details can be found in Grande 
et al. (2006).

Figure 8 displays the results of this simple model for the standard devia
tion of the electronic energy-loss spectrum as a function of the atomic number 
of the target, for impinging 100 keV protons at an impact parameter close to 
zero (near central collision). The results are compared to coupled-channel results 
(Grande et al., 2006). In general the agreement is very good although some sig
nificant deviations can be observed. We note that the maxima and minima are 
not related the valence structure. Indeed they are due to the interplay between 
inner-shell ionization probability and binding energy.

Nonetheless, despite of the crudeness of the present model, it may be already 
sufficiently accurate to be used in MEIS or other ion-beam technique.
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Figure 9. Coupled-channel results for 100 keV proton colliding with Y at a impact-parameter 
close to zero in comparison with analytical formulas. All results have been convoluted with the 
experimental resolution of 240 eV.

4.5.3. Analytical Formula
The coupled-channel calculations have also been used (see Grande et al., 2006) 
as a benchmark for simple analytical formulas of the electronic energy-loss dis
tribution, which replace the Gaussian distribution when the asymmetry cannot be 
neglected.

In Figure 9 two analytical formulas for the energy-loss distribution are com
pared with coupled-channel results for 100 keV protons colliding with a Y atom 
at Z? = 0. The asymmetric Gaussian (two Gaussians linked at the same point - 
the absolute maximum - with different standard deviations below and above this 
common point), used to analyze some MEIS experiments (Munoz-Marquez et al., 
2005a; Okazawa et al., 2005) and the basic lineshape

= a exp(—aAE)©(AE) * gauss(AE, cr)

o' /or o\/ /AE —cr2o'\\= -exp(--(2A£-a«))(l+erf( — )) (20)

proposed in Grande et al. (2006), are also displayed in Figure 9. All curves have 
the same standard deviation. For the basic lineshape, o is the experimental reso
lution (a = FWHM/2.355) and a = 1 /<r0 (cr0 from Figure 8) quantifies the effect 
of the single collision contribution.
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Further advantages of the basic lineshape (Equation 20) are the following: 
(i) the corresponding self-convolutions are analytical and (ii) the Bothe-Landau 
equation (Sigmund, 2006) for an exponential decay energy-loss cross-section has 
also an analytical solution. Thus, the transport in a diluted medium can be easily 
computed. This is important for depth profiling techniques in amorphous targets.

5. Examples

The correct modeling of the energy-loss distribution in a single collision is very 
important for investigations of surface and near-surface interfaces as will be seen 
in the following examples.

5.1. Depth Profiling in Ultra Thin Films

Microelectronic devices based on metal-oxide-semiconductor (MOS) structures 
have continuously and exponentially advanced for decades without any substan
tial revolution regarding materials employed in integrated circuit fabrication. The 
main driving force for this tremendous evolution has been the downsizing of 
devices and integration.

Research of new gate oxide materials requires characterization tools in the 
nanometer scale, a straightforward consequence of the nanoscopic dimensions of 
the devices to which research is devoted. Medium energy ion scattering (MEIS) 
and narrow nuclear resonant reaction profiling (NRP) are the most important ion
beam characterization tools with nanometric depth resolution.

Gate oxides with high dielectric constant are currently being investigated to 
replace silicon oxide in MOS transistors. Hf-based oxides, silicates and alumi
nates are the best candidates for replacing SiO2 as the gate dieletric because of 
their superior dielectric constant, electrical compatibility in the Si technology, and 
thermal and chemical stability (Wilk et al., 2001). Therefore, the depth profile of 
Hf in ultra thin films is of high importance.

In Figure 10 we show MEIS experimental results (the symbols) and the cor
responding simulations for Hf1.06Zr0.1O2 oxide with different thicknesses (see 
Figure 10 caption) taken with 100 keV protons (Pezzi et al., 2006). Here, the 
simulations (noted as standard ones) are based on Gaussian-shape energy-loss 
distributions, where the mean energy value has been taken from the SRIM code 
(Ziegler, 2006) and the straggling value from Chu’s formula (Chu, 1976). We ob
serve a decrease in the quality of the simulation for films with thicknesses smaller 
than one nanometer, when a homogenous oxide layer is assumed. Nevertheless, a 
good agreement can be obtained by fitting each spectrum, independently, without 
considering that they are in fact normalized to each other. Indeed, this is a pitfall,
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Proton Energy (keV)

Figure 10. MEIS spectra obtained with 100 keV protons incident in thin HfC>2 (with small amount 
of Zr). The thicknesses of the films are 0.2 (black full circles), 0.5 (red full squares), 1 (green up 
triangles) and 2nm (blue down triangles).

since the corresponding thickness will not be realistic. Furthermore, as shown 
in Pezzi et al. (2006), the areal density of Hf as a function of the resulting film 
thickness as obtained by fitting the simulation results to the data in Figure 10 
is a straight-line that has a large negative value of Hf when the thickness is 
extrapolated to zero.

On the other hand, when the energy-loss straggling during the strong head- 
on collision is included, agreement between experimental data and simulation is 
recovered, as shown in Figure 11.

Here we have used the basic lineshape from Equation 20 to describe the 
energy-loss distribution in a single, violent collision, responsible for the backscat- 
tering. The exponential decay a was obtained from Figure 8 for Hf, and amounts 
to 1/217 eV“1. In this case the assumed experimental resolution of about 100 eV 
that is much smaller than used in Figure 10 because of the extra broadening arising 
from the backscattering collision. In addition, the total Hf quantity as a function 
of the film thickness is a linear function that crosses the origin (Pezzi et al., 2006).

5.2. Description of the Al Surface Peak

Medium-energy ion scattering (MEIS) in connection with shadowing and block
ing techniques is a powerful method for the determination of structural and
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Figure 11. The same as in Figure 10 but the simulations include the effect a the energy loss 
spreading in a backscattering collisions.

vibrational parameters of crystalline surfaces (van der Veen, 1985). In this con
text, the shape of ion energy-loss spectra is usually not analyzed, because this 
requires a detailed knowledge on the energy-transfer mechanisms. Thus, standard 
energy-loss theories or semi-empirical methods based on Gaussian energy-loss 
distributions cannot be used successfully. Instead, an atomistic description of 
the electronic excitation process and its impact parameter dependence have to 
be taken into account in a stochastic approach which leads, in general, to an 
asymmetric line shape. Nevertheless, many groups use Gaussian line shapes to 
fit the surface peak area (using high resolution and grazing conditions) in order to 
get the fractions for adlayers or adatoms (Hoshino et al., 2005), which may lead to 
questionable interpretations by neglecting the asymmetry of all backscattered-ion 
distributions.

The surface peak is due to collisions at and near the surface, involving just the 
first few atomic layers. The deflection of incoming projectiles by surface atoms 
results in the formation of a volume behind this atom, practically free of ion 
trajectories, the so-called shadow cone. If the incident ion beam is aligned with a 
main axis of the crystal, shadowing greatly reduces the chance of backscattering 
from successive atoms along the row. In a similar way, the backscattered flux 
from sub-surface atoms cannot propagate in directions corresponding to vectors 
that point to atoms closer to the surface. This will result in pronounced minima 
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in the angular distribution of the backscattered flux. Such blocking dips provide a 
sensitive method to determine surface-atom displacements. An angular shift in the 
position of a blocking dip away from the bulk crystal blocking direction is a direct 
indication of layer relaxation. Accurate determination of structural parameters 
(atomic location and vibrational amplitudes) using Medium Energy Ion Scatter
ing (MEIS) is a well-established technique. This is accomplished by comparing 
the angular scattering intensity to results of Monte-Carlo type computer simu
lations for models of the surface structure, as implemented, e.g., in the VEGAS 
(Frenken et al., 1986) code for trial atomic crystal structures. The atomic positions 
in the trial structure are changed until a convincing fit to the measured data (shape 
and minimum position) is obtained. This method, however, takes into account 
only the ballistic part of the backscattering events. The information contained in 
the detailed peak shape is usually not considered.

Since solid-state effects are of minor importance due to the large energy trans
fers involved, the valence-band contributions to the backscattering signal may 
therefore to a good approximation be described within an atomic model. This 
provides the best scenario for the use of advanced atomic-physics models, such as 
coupled-channel calculations.

Here we describe the energy-loss distribution of the surface peak for protons 
impinging with 60° (and </> = 35.3°) with respect with the main axes of a clean 
Al( 110) surface and being backscattered along a blocking direction also 60° off 
normal. Further details may be found in Grande et al. (2004) and Grande et al. 
(2005).

The configuration of the scattering experiment is schematically sketched in 
Figure 12(a). The top view of the Al( I 10) surface with a scattering plane per
pendicular to the Al( 110) surface is given in Figure 1(b). The incoming beam is 
aligned with the [—101 ] direction. For a bulk-terminated static lattice this geome
try completely eliminates scattering events from all layers except the topmost one. 
Due to thermal vibrations and surface relaxation the deeper layers contribute to 
the surface peak as well.

5.2.1. Transport: Stochastic and Monte-Carlo Approaches
The energy lost by the projectile after several collisions is given by a series of 
convolutions of the energy-loss distribution for each single collision. Thus, each 
single collision is characterized by one impact parameter ba. When a sequence of 
collisions is described by a set of impact parameters {ha}, for example along the 
incoming path before hitting the target nucleus, the energy-loss distribution of the 
projectile will be
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(b)
Figure 12. (a) Schematic figure of the scattering geometry used in this work; the scattering plane is 
shown in (b) in a top view of the Al( 110) surface. Taken from Grande et al. (2004).

(21)

The measurable sequences of impact parameters {/?a} are however only those that 
lead to a hitting event (a close backscattering encounter) and will depend on shad
owing effects due to the atomic layers, which the ions pass through. In this way, 
the thermal vibrations as well as the relaxation of the first layers must also be
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taken into account to determine the impact-parameter-averaged energy loss due 
to a target atom from the layer L' for the projectile that hits a target atom from 
layer L. The same holds true for the outgoing path after the backscattering. Then, 
the projectile energy distribution for a sequence of collisions that hit a target atom 
from layer L and reach the detector reads

which turns out to be a series of convolutions. Here the symbol “av” stands for 
thermal averaging according to Grande et al. (2004), Eq is the incident projec
tile energy and K is the kinematical factor describing the two-body kinematics 
for the backscattering collision. All impact parameters involved in the equations 
above are small compared to the L- and M-shell radii (they are given by the 
thermal vibrations of about 0.1 Å). We have assumed a straight-line motion for 
the incoming and outgoing ion path for the averaging of the energy-loss over 
the impact parameter. In fact the angular deviations affect the kinematical factor 
(Grande et al., 2004). All above energy distributions are by definition normalized 
to one. The measurable projectile energy-loss function can be determined by 
(neglecting the energy resolution of the detection system)

^detectedrø = PHd(L)Yl(E),
L

(23)

where pHD is the hitting-detecting probability for a backscattering collision at 
a given layer L. The hitting probability pn is the chance to hit a certain target 
atom in a close backscattering encounter and will depend basically on shadowing 
effects due the layers the ions pass through. The detecting probability p& is the 
chance for a particle emerging from that target position to leave the crystal in 
the detector direction and will depend strongly on blocking. For the upper layers 
Phd is very close to the product of hitting pn and detecting po probabilities as 
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observed also previously (Frenken et al., 1986). Thus, for the layers L < 4 the 
effect of connected in and out tracks is minor.

The surface peak was also calculated using the Monte-Carlo SILISH code 
(Munoz-Marquez et al., 2005c). As in the well-established VEGAS code, the 
lattice positions of the Y and Si atoms are stored in an array. For each imping
ing projectile the target atoms are displaced according to their one-dimensional 
root-mean-square thermal vibrations, and the ion trajectory is determined by a 
sequence of binary collisions. In each of them, the scattering angle is obtained by 
using the Moliere scattering potential, the ion energy and the impact parameter. 
The scattering angle is used to determine the new ion direction as well as the 
recoil-energy transfer to the target atom. This impact parameter is also used to 
select the associated inelastic energy-loss tabulated from calculations based on 
Equation (17) for different targets and impact parameters. The target atoms are 
selected by considering the atoms inside a cylinder with radius rmax and axis par
allel to the ion incident direction. The flux of incident ions at each lattice position 
is tfien stored in a 2D matrix, where each bin, representing the transverse ion 
position, contains not only the number of projectiles, but also the histogram of ion 
directions and energy losses. The same calculation is performed for the outgoing 
ions in the detection direction using time reversibility. The incoming and outgo
ing tracks are connected by using the corresponding flux matrices, together with 
the position of the backscattering atom according to its thermal vibration. Only 
trajectories having the same scattering plane are connected. The corresponding 
energy loss for the whole ion trajectory therefore consists of the energy loss due 
to the incoming and outgoing paths, as well as to the elastic and inelastic energy 
loss in the hard scattering collision. In this way, the variation of the kinematical 
factor due to different scattering angles is also taken into account. While quite 
large values of the cylinder radius rmax (about 4 Å) are needed to fully converge 
the calculation, some improvement in computational speed was achieved without 
significant loss of precision by using a somewhat smaller value (about 2 Å) and 
including a correction to the final energy loss spectrum. Moreover, this method of 
calculation avoids “double counting” of energy losses from more distant atoms, 
which may fall into both the ingoing and outgoing trajectory cylinders if these 
cylinders are too large.

The energy-loss distribution of each visible backscattering layer is displayed 
in Figure 13. The contribution of the first layer corresponds to a single collision 
with the first atom on the Al surface (see Figure 3). The deeper layers involve 
differences in the impact-parameter distribution and a convolution of these layer
specific distributions. For backscattering layers L > 3 the resulting shape is 
approaching a Gaussian distribution, as expected for electronic energy-losses.
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Figure 13. Contribution of each visible layer for the surface peak of 100 keV H+ backscattered 
from the Al( 110) surface for a 60-60 degree geometry.

According to Equation (23) the area of each curve in Figure 13 corresponds to 
the hitting-detecting probability pHD- The backscattering yield of the first and 
second layers are similar because of a comparatively large surface relaxation, 
leading to a layer offset of about 0.1 Å. The third and fourth layers are still visible 
because of the thermal vibrations, which are of the order of the shadow cone 
radius for the ion energy used. For large energy losses even the fifth layer gains 
some importance. However, layers L > 7 have been neglected in the present work, 
since their contribution to the spectrum is very small.

The calculated curves in Figure 13 have been convoluted with the experimental 
resolution. The dashed curve AO (Atomic Orbital coupled-channel calculations) 
corresponds the simulations according to Equation (23) using a fixed impact para
meter of b = 0 for the calculation of excitation/ionization probabilities in Al. The 
effect of the thermal vibrations along the ion history is represented by the dotted 
curve. Hence, the possible impact-parameters due to thermal vibrations are re
stricted to those outside of the shadow cone for a given hitting as well as detecting 
event. The solid curve includes additionally the effect of surface relaxation.

The results of the simulation show that although the surface relaxation is very 
important for the total yield, it affects the shape of energy-loss distribution very 
little. This is because backscattering collisions taking place in deep layers that 
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can contribute to the surface peak are due to trajectories having large impact 
parameters in the first layers (resulting in relatively insignificant energy losses) 
because of shadowing for the incoming path and blocking for the outgoing path. 
Thus, the surface relaxation plays a minor role for the energy-loss shape, but is 
very important for the total yield.

The simulation represented by the solid curve includes all-important terms 
that can be computed within the framework of the independent-electron model 
(IEM). In this simulation the effects concerning the electronic and atomic struc
ture of Al(110) and ion-atom collisions including all higher-order effects have 
been very accurately included (within the IEM). Other effects such as a better 
description of the valence electrons, dynamically curved ion trajectories and/or 
the influence of a small H° charge-state fraction are of minor importance. This has 
been checked using test calculations. Furthermore, previous investigations have 
shown that correlated vibrations do only have a minor influence on the results 
(Frenken et al., 1986). Also the approximations used to calculate the impact
parameter distributions for each collision as well as the angular spreading have 
been cross-checked by performing full Monte-Carlo calculations SILISH. As can 
be observed in Figure 14, there is reasonable agreement between the present an
alytical simulation (solid line) and a full Monte-Carlo calculation for the same 
problem (dashed-dotted curve). The maximum relative deviation between both 
model results slightly exceeds 10% at backscattering energies below 93.8 keV.

The experimental data show a steeper decrease towards lower energies than 
our best analytical prediction (solid line) or the Monte-Carlo result (dashed-dotted 
curve). The remaining difference between both calculations and the experimental 
data clearly exceeds 30% at low backscattering energies, which is much larger 
than the present experimental and numerical uncertainties. We attribute this dis
agreement between the simulation and the experimental data to a breakdown of 
the independent-electron model (IEM). It was shown in Grande et al. (2005) that 
the dynamic modification of the target-electron density as well as the modifica
tion of the electron binding energy in multiple ionizations lead to a reduction of 
the ionization/excitation probabilities and are responsible for the observed differ
ences. For other geometries these effects are expected to be of minor importance 
and a much better agreement with the experimental data have been observed 
(Grande et al., 2005).

6. Conclusions

Among other “unsolved” problems in I BA, the use of a more realistic (a non
Gaussian distribution) description for the electronic energy-loss distribution is
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Figure 14. Experimental data (open squares) for 100 keV H+ backscattered from Al(IIO) in 
comparison with simulations using the coupled-channel method (AO). Dashed line: energy-loss cal
culations for b = 0 only (no thermal averaging), weighted with the hitting-detecting probabilities. 
Dotted line: energy-loss calculations averaged over thermal vibrations and considering the weighted 
impact-parameter dependence of the energy-transfer distributions. Solid curve: energy-loss calcula
tions including thermal vibrations and additionally the Al surface relaxation. Dashed-dotted curve: 
full Monte-Carlo calculations (SILISH) including thermal vibrations and surface relaxation.

crucial for high-resolution near-surface experiments. In this work we have shown 
some recent developments, which go far beyond the usual Gaussian approxima
tion. In particular we have provided an accurate description of the energy-loss 
spectrum in a single collision using the coupled-channel method as well as the 
statistics of collisions (the ballistics) for amorphous and crystalline materials.

We have observed that large energy losses arising from inner-shell (e.g. the L- 
shell for Al) ionization/excitation are responsible for the energy-loss asymmetry 
at near central collisions (b close to zero) with a considerable fraction of double 
ionization. We note that the appropriate methods to handle the energy-loss in such 
violent collisions are those from the atomic physics field.

Using the coupled-channel calculations as a benchmark we have analyzed 
a simple energy-loss model for the energy-loss moments. Also, these ab-initio 
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calculations have been used to check some analytical formulas for the energy
loss distribution in order to replace the standard Gaussian distribution. Thus, the 
so-called basic lineshape is a step forward for near surface ion-beam analysis.

The energy loss in a single violent collision (as the backscattering collision in 
RBS or MEIS) firstly leads to a “degradation” of the depth resolution. Then, the 
real experimental resolution in high-resolution experiments is indeed often better 
than the one reported. For instance, concerning proton or He bombardment of few 
hundred keV, the difference between the nominal and real experimental resolution 
is large in the case of heavy targets (for RBS and MEIS) and less relevant for IBA 
techniques (such as NRA) involving light targets.

Nevertheless, as observed in the examples given in Section 5, the correct mod
eling of the energy-loss distribution is important to get reliable depth profiles in 
oxides and the shape of the surface peak.
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Abstract

Ion irradiation of a solid surface can be used to control surface morphol
ogy on length scales from 1 micron to 1 nanometer. Focused or unfocused 
ion irradiation induces a spontaneous self-organization of the surface into 
nanometer-sized ripples, dots, or holes; it also induces diameter increases and 
decreases in pre-existing nanopores. The phenomenology of the surface mor
phological evolution under ion beam erosion is reviewed with an emphasis 
on semiconducting materials, including recent experiments on the influence 
of boundary conditions on guiding self-organized pattern formation; the de
velopment of shock fronts that sharpen features at sufficiently steep angles; 
and the kinetics governing the fabrication of nanopores for single-biomolecule 
detectors. The theory underlying the surface morphology evolution is reviewed 
and areas of agreement and disagreement with experiment are identified.
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1. Introduction

Nanoscale surface morphologies spontaneously develop from uniform ion irra
diation of an initially flat surface in a non-equilibrium self-organization process 
termed “sputter patterning”. Spontaneous self-organization processes such as this 
have no fundamental throughput limitations and have been used to create patterns 
with lateral feature sizes as small as 15 nm, and good short-range order (Facsko et 
al., 1999) as shown in Figure 1. As in most self-organization processes, the major 
challenge is the flexibility one has over the resulting pattern. A combination of 
“top-down” approaches for flexibility and “bottom-up” approaches for size and 
throughput is likely to be a successful strategy for mass production of functional 
nanoscale devices. The importance of the “bottom-up” approaches will be deter
mined to a significant degree by the answer to the question, “how much control 
do we have over the morphology?” A great deal of fundamental research must be 
done before this question can be answered.

Figure 1. “Quantum dots” on GaSb, fabricated by normal-incidence sputter patterning using 
420 eV Ar"1". From Facsko et al. (1999). Image 500 nm x 500 nm. Dots as small as 15 nm have 
been reported.
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Figure 2. Sputter patterns formed on Si. (a) highly aligned “parallel mode” ripples on Si( 111), 
from Brown et al. (2005), (b) wavy “perpendicular mode” ripples on Si(001) (Erlebacher et al., 
1999), (c) wavy perpendicular mode ripples on Si( 1 11), from Brown et al. (Brown et al., 2005), 
(d) two dimensional dot arrays on Si( 111), from Brown el al. (Brown et al., 2005), (e) ripples in 
a-Si formed by uniform FIB rastering (Cuenat and Aziz, 2002). Projected ion beam direction is 
from bottom to top in all images. AFM scan size for (a)-(d) is 10 microns. Scale bar in SEM image 
in (e) is 1 micron.

In a related phenomenon, ion irradiation permits nanopore morphology control 
on the single-digit nanometer level and is consequently termed “ion beam nano 
sculpting”. Solid state nanopores with diameters of molecular dimensions have 
been fabricated this manner (Li et al., 2001). The technology is being used to 
make single biomolecule detectors that are now capable of analyzing biomolecule 
lengths and molecular conformations in vitro and are envisaged as ultra-rapid 
DNA sequencers.

In this paper we discuss the scientific aspects of ion-solid interactions under
lying these developments.

2. Sputter Patterning

2.1. Formation of Sputter Patterns

It has long been known that under some conditions of uniform ion irradiation of a 
solid surface, a spontaneously-arising sputter pattern topography arises that often 
takes the form of one-dimensional ripples or two-dimensional arrays of dots. The 
periodicity is understood to arise as a result of a kinetic competition between the 
surface roughening effect of the ion beam and morphological relaxation.

There is a significant body of experimental and theoretical work on ion- 
stimulated formation and relaxation of self-organized topographic features on 
solid surfaces (Navez et al., 1962; Bradley and Harper, 1988; Erlebacher and 
Aziz, 1997; Habenicht, 2001; Makeev et al., 2002; Valbusa et al., 2003; Brown 
and Erlebacher, 2005). Figure 2 shows representative surface morphologies on 
Si, including regular and irregular one-dimensional ripples formed at off-normal 
ion beam incidence (Erlebacher et al., 1999; Cuenat and Aziz, 2002; Brown and 
Erlebacher, 2005; Brown et al., 2005), and also transient two-dimensional ripple
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Figure 3. SEM image of Ge “nanograss” formed by uniform rastering with 30 keV Ga+ FIB. 
(a) incident angle 90 degrees; (b) incident angle 60 degrees.

morphologies. For sputter patterns on Si, on which we will focus, the in-plane 
length scales (wavelengths) are typically of order 100 nm, and the out-of-plane 
length scales (amplitudes) are of order 10 nm. Spontaneously self-organized rip
ples and dots as small as 15 nm have been formed in other materials systems such 
as GaSb (Facsko et al., 2001) and SiCh (Mayer et al., 1994). We are studying 
the larger lateral length scales in Si because of the ready availability of in-situ 
probes, e.g. optical diffraction techniques (Chason et al., 1998; Erlebacher et al., 
1999) and Focused Ion Beam (FIB)-Scanning Electron Microscopy (SEM) (Zhou 
et al., 2003) and because Si is a monatomic system highly amenable to atomistic 
modeling. With measurements at these length scales, we hope to rapidly develop 
a deep understanding of the fundamental aspects of the phenomenon. Ultimately 
we expect to develop sufficient understanding to design and guide experiments 
at sub-lithographic length scales that permits us to answer the question, “How 
much morphology control can one attain without having to write each individual 
feature?”

A significant recent discovery (Cuenat and Aziz, 2002; Habenicht et al., 
2002) has been sputter patterning under uniform rastering of a focused ion beam 
(FIB), which is a machine typically used to micromachine surfaces in computer- 
controlled patterns. The rapid feedback possible with in-situ real-space imaging 
in a FIB instrument has accelerated the understanding of the phenomena believed 
to be common to both focused and unfocused ion irradiation. Not only has this 
observation of pattern evolution under FIB irradiation served as an excellent test of 
theory and motivated new theory, it has also lead to unanticipated developments, 
such as germanium “nanograss” shown in Figure 3 (Cuenat and Aziz, 2002).
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2.2. Guided Self-Organization by Templating

Methods for the fabrication of large areas of nanoscale features with controlled 
period and intra-period organization are of interest because of the potential 
for high-throughput mass production of nanoscale devices. Due to their poten
tial in this regard, much recent attention has been devoted to self-organization 
processes (Teichert et al., 1996; Facsko et al., 1999; Shchukin and Bimberg, 
1999; Thurn-Albrecht et al., 2000). Although the short-range order can be quite 
high, some envisaged applications require long-range order, which is destroyed by 
uncontrolled topological defects arising spontaneously from the self-organization 
process. A potentially successful hierarchical fabrication strategy is the fabrication 
of controlled features at a small, but lithographically tractable, length scale by 
methods such as conventional mask or optical standing wave lithography, in order 
to guide a self-organization process at the finest length scale (Peters et al., 2000; 
Cheng et al., 2004). Lithographically- and Focused Ion Beam (FIB)-patterned 
topographies have recently been used to template quantum dot growth in linear 
chains (Yang et al., 2004), periodic 2D lattices (Karmous et al., 2004), and in 
more complex configurations promising for novel nanoelectronics architectures 
such as quantum cellular automata (Gray et al., 2004). The finest features have 
been templated by serial writing with the FIB, a prohibitively expensive process 
for mass production that might be circumvented by the hierarchical fabrication 
strategy. Self-organized sputter-ripple topographies have been used to template 
metal islands (Brown, 2005) and colloidal particles (Mathur et al., 2005) in linear 
chains.

We measured the influence of patterned boundaries on a Si(001) substrate in 
guiding self-organized sputter ripples (Cuenat et al., 2005). We showed (hat the 
long-range order of the features can be greatly enhanced by this lateral templating 
approach (Figure 4). The emerging pattern can be manipulated by changing the 
boundary spacing and misorientation with respect to the projected ion beam di
rection. We developed a scalar figure of merit, a dimensionless topological defect 
density, to characterize the degree of order of the pattern. At small boundary 
separation, the greatest order is observed when the separation is near an integer 
multiple of the spontaneously arising feature size. The defect density is exceed
ingly low up to a critical misorientation angle, beyond which topological defects 
develop in proportion to the incremental misorientation. No theory has been 
shown to predict the lateral templating effect and the documented behavior of the 
defect density, or to address the maximum distance between template boundaries 
over which it is possible to deterministically set the pattern that evolves within the 
intervening area. These remain open questions.
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Figure 4. Lateral templating under ion beam sputtering (Cuenat et al., 2005). AFM topographs 
of sputter-rippled Si(001) just outside (left) and inside (right) lithographically templated region of 
same sample. High regions are white.

lateral position, x

incident angle: 0(x) 
local slope: 
b(x)=dh/dx

surface 
height, 
W

Figure 5. Sigmund’s (1973) model of sputter morphology evolution. Iso-energy contours are illus
trated. Average ion range is a, longitudinal and transverse straggling are cr and As illustrated 
by red arrows, some energy from ions impinging at all points contributes to erosion at point A. 
Concave regions such as A are closer to the energy deposition maxima than convex regions and 
thereby erode faster.

2.3. Theory of Sputter Pattern Formation

All theories of sputter pattern formation originate from Sigmund’s (1973) model 
demonstrating the instability of a planar surface to uniform ion beam erosion. 
Although treatments in two independent spatial dimensions are common, for the 
purpose of simplicity we will restrict our exposition to a single independent spatial 
dimension. As shown in Figure 5, let the ion beam approach the solid in the y
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direction and let surface height be described by the function y = h(x,t), where t 
is time. The rate of recession of an eroding surface (excluding surface relaxation 
and noise) can be written as dh/dt = — Vy/\ + b2, where b = dh/dx is the local 
slope of the surface and V is the erosion speed normal to the surface. Generally, 
V is a function of the surface slope, curvature, and higher order derivatives of the 
morphology. According to Sigmund, V at point A at position x on the surface is 
proportional to the energy E(x, x') deposited per unit depth at x from the collision 
cascades originating from ions impinging on the surface at all other points x', as 
shown in Figure 5. The speed of erosion at x is then given by an integral over all 
points x':

V(x) oc / dx' E(x, x'). (1)

As can be seen from Figure 5, concave regions of the surface, such as point A, are 
closer to the energy deposition maxima than convex regions and so erode faster. 
For simplicity, Sigmund modeled the distribution of deposited energy as centered 
a distance a below the impingement site (along the initial ion direction) and de
caying outward as a Gaussian with an ellipsoidal shape. E(x,x') then becomes 
simply

E(x, x') = const. • exp
[h(h') — a — h(x)]2

2cr2
[x' -x]2\

(2)

We shall refer to the r.h.s. of Equation (1) as the Sigmund sputter integral and 
Equation (2) as the Sigmund kernel. Note that the only materials parameters con
trolling morphology evolution in this model are a, <7, and //: parameters such as 
the surface binding energy merely scale the rates for all points on the surface by a 
multiplicative factor through the proportionality sign in Equation (1).

2.3.1. Linear Stability Theory
Bradley and Harper (BH) (1988) performed a linear stability analysis of a flat 
surface undergoing erosion according to the Sigmund kernel while simultaneously 
undergoing surface relaxation toward flatness by surface diffusion. They showed 
that the instability survives no matter how much relaxation by surface diffusion is 
occurring simultaneously. By expanding the height function for small curvature, 
slope difference, and height difference from a planar surface, they found that the 
leading order instability arises from the curvature coefficient of the sputter yield. 
The same expansion for the diffusional relaxation term is taken from the clas
sical Mullins-Herring (Herring, 1950; Mullins, 1959) theory of morphological 
relaxation kinetics: The chemical potential is proportional to the surface tension
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Figure 6. Variation of the curvature coefficient S of the vertical erosion rate (arbitrary units) in 
Equation (3) with inclination angle. Linear instability (S < 0) exists at all angles. When surface 
diffusion is isotropic, mode with most negative value of S is expected to dominate topography. 
Adapted from Feix et al. (2005).

times d2h/dx2; the gradient of the chemical potential (~d3/z/3x3) determines the 
surface diffusion flux; and the divergence of the flux (~34A/9x4) gives the rate of 
change of height. The resulting partial differential equation (PDE) of BH for the 
change in height, relative to the average height, is 

dh(x,t) d2h d4h
dt dx2 dx4 

where the curvature coefficient S is negative, leading to instability. As a lin
ear PDE, Equation (3) can be solved using Fourier methods. The amplitude of 
each Fourier component of the surface morphology hq(t) with wavenumber q 
should grow or decay exponentially with rate constant R(q) = —Sq2 — Bq4. 
BH thus predict a maximal value of R(q) at a fastest growing spatial frequency 
q* = (—S/2ß)1/2, so after a while the surface should be dominated by sinusoidal 
ripples with spatial period À* = Infq2.

In two independent spatial dimensions, Bradley and Harper solved for the sta
bility with respect to sinusoidal perturbations with wavevector either parallel or 
perpendicular to the direction of the projected ion beam on the surface (“parallel 
mode” and “perpendicular mode”, respectively, Figure 2). As shown in Figure 6, 
all surfaces, at all angles of inclination 0, are predicted to be linearly unstable to 
perpendicular mode ripples, whereas all surfaces below a certain inclination angle 
(measured from normal) are predicted to be unstable to parallel mode ripples. 
Where instabilities to both modes arise, the resulting topography is expected to be

(3)
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dominated by the mode with the greatest value of R. When surface diffusion is 
isotropic, this would be the mode with the most negative value of 5.

The BH model also predicts the dependence of q* and R(q) on control pa
rameters such as flux f and temperature T, and predicts that as long as the 
curvature and range of slope remain sufficiently small, the fastest growing spa
tial period should be time-independent. The model has been tested under a wide 
variety of conditions and has been found to describe some aspects of evolution 
but not others Chason, in these proceedings, describes tests of BH for copper 
surfaces under a wide range of conditions. For silicon, the flux-dependence and 
temperature-dependence of À* is consistent with BH (Erlebacher et al., 1999); À* 
is time-independent for Si(OOl) (Erlebacher et al., 1999, 2000b) but, contrary to 
BH, coarsens with time for Si( 111 ) (Brown and Erlebacher, 2005). One commonly 
observes amplitude saturation at long times, which one expects would arise from 
nonlinear terms missing from a linear stability theory, but in silicon saturation 
is occurring at surprisingly small slopes (~ 10°) that are difficult to understand 
(Erlebacher et al., 2000b; Brown and Erlebacher, 2005). Transient topographies 
not predicted by BH are observed on Si( 111) (Brown et al., 2005).

One common example of the curious failure of BH theory is for normal
incidence unfocused ion irradiation, where an instability with a characteristic 
length scale is predicted but rarely observed (Cuenat and Aziz, 2002) (with a 
few notable exceptions, e.g. Facsko et al., 2001). Beyond this, the experimental 
conditions for stability are not clear. We now have evidence that under certain 
conditions the sputter instability is actually a sputter metastability, i.e., an initially 
flat, amorphous surface is metastable.

Because the BH linear stability results are a rigorous consequence of for
mulae (1, 2), one must examine the validity of the Sigmund theory underlying 
just about every treatment of morphological development. Recently Feix et al. 
(2005) reported molecular dynamics simulations of the sputter erosion of copper 
crystals by 5 keV Cu. They looked at the spatial distribution of sites from which 
the sputtered atoms were emitted with respect to the point of impact and found 
that Equation (1) describes their results pretty well (assuming V is proportional 
to the atom emission rate, which they tracked), except that the Sigmund kernel, 
Equation (2), needed to be replaced by a kernel of a somewhat different form. 
This permitted them to explain a reduction in sputter yield with increasing angle 
at very high angles, which is not explained by the Gaussian ellipsoid kernel (see 
Figure 10), but otherwise the results of the Sigmund model seem to be qualita
tively unchanged. In particular, with a modified sputter kernel of Feix et al., the 
qualitative features of Figure 6 remain the same: all surfaces at all inclinations 
should exhibit a linear instability.
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Figure 7. Example of tall, steep features that cannot be modeled with a perturbative approach. 
Single crystal diamond curved tip microindenter fabricated by FIB, from Adams et al. (2003). 
High-magnification view on the right shows three different morphologies, including rippled “phase” 
and flat“phase”.

We have accumulated reasons to believe that other forms of the sputter kernel 
qualitatively change the conclusions on stability. Other kernels may result from a 
variety of effects. For example, under some conditions, ion impacts create craters 
with rims (Bringa et al., 2001). In all cases, the ion-induced change in topography 
A/i(x — x') can be characterized quantitatively (Moseler et al., 2005). Because 
of effects such as thermal spikes or ion-stimulated mass transport at or near the 
surface, V is not necessarily proportional to the atom emission rate. We are work
ing on understanding the consequences when the Sigmund kernel is replaced in 
Equation (1) by an expression for the local topography change (Kalyanasundaram 
et al., unpublished), resulting in

dh(x, t) _ (" j(x'^Ah(x xr‘t b) dxz, (4)
dt J

where J is the ion flux and b is the local slope. Our conjecture is that this 
will create a term S'd2h/dx2 that can overwhelm the first term on the r.h.s. 
of Equation (3), thereby becoming the predominant source of linear stability or 
instability.

2.3.2. Nonlinear Perturbative Approach
Enhancements to BH theory have been made to include noise (Mayer et al., 1994), 
nonlinear effects at larger amplitudes (Park et al., 1999; Makeev et al., 2002; 
Castro et al., 2005), and the identification (Makeev and Barabasi, 1997) of a 
fourth-order “effective surface diffusion” term — Dxxd^h/'dx^ through which we 
can understand how patterns may form even when surface diffusion is essentially 
turned off at low temperature where B = 0.

The inclusion of nonlinear effects is an area of very active research. Makeev 
and co-workers (Makeev et al., 2002) developed from the Sigmund kernel a gen
eral expression for V in terms of arbitrary topography and the parameters a, a, 
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and /z describing the ion collision cascade in the solid. To obtain solutions, they 
then expanded V in powers of slope and derived an erosion equation of the form 
(for simplicity we report only the most noteworthy terms in a one-dimensional 
version although the actual theory is for two independent spatial dimensions)

where Sx,xx, and W] are roughening prefactors determining the anisotropic ero
sion rate, Dxx describes ion induced “effective surface diffusion”, and controls 
the early stages of nonlinear evolution. Makeev et al. solved for these ion-related 
coefficients as functions a, o, and /z. Solutions to the two-dimensional counterpart 
of Equation (5) have been obtained for shallow ripples (Makeev et al., 2002; 
Makeev and Barabasi, 2004b) and self-affine surfaces (Makeev and Barabasi, 
2004a).

Makeev et al.’s small-slope expansion, Equation (5), is valid for slope excur
sions of several tens of degrees, but cannot be used to describe our observed 
lateral templating of sputter ripples (Figure 4) because experimentally the initial 
surface possesses regions of widely differing slopes. Likewise, understanding and 
controlling the effects of the FIB on morphology evolution in the micromachining 
of tall, steep features remains open (Vasile et al., 1999; Adams et al., 2003; Tseng 
et al., 2004). What we need in cases such as these is a non-perturbative approach 
that can handle arbitrarily large excursions in inclination angle

2.3.3. Erosion of Tall, Steep Features
We have reported a new regime of ion beam sputtering that occurs for suffi
ciently steep slopes (Chen et al., 2005). High slopes propagate over large distances 
without dissipating the steepest features. Both the propagation velocity and the 
dynamically selected slope are universal, independent of the details of the initial 
shape of the surface. The SEM image in Figure 8 shows a pit with steep side 
walls that has been micromachined into silicon using a Focused Ion Beam, and 
to the right the same pit, with sides that have not smeared out, after uniform ion 
irradiation of the entire wafer. The left panel of Figure 9 shows predictions of 
the new theory of sputter morphology evolution that is valid for arbitrarily large 
slopes when the curvature is small. Under uniform ion irradiation the pit wall, 
initially at t = 0, propagates laterally and, for this particular set of conditions, 
evolves to maintain a uniform slope that is steeper than the original slope. The 
theory also predicts that sufficiently shallow slopes dissipate, which is the con
ventionally observed behavior. The experimental sequence in Figure 9, obtained 
with an optical profilometer, shows striking confirmation of the predictions of the
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Figure 8. (a) SEM image of an initial circular pit in Si with 3 /<m diameter, 0.5 /zm depth, and steep 
side walls, (b) The wall of the enlarged pit is still sharp after uniform ion exposure. From Chen et 
al. (2005).

Figure 9. (Left) Theoretical profile evolution. Red curves: solution of advection-diffusion PDE; 
black curves: numerical integration of Sigmund kernel, (a)-(d) Experimental profiles illustrat
ing propagation of shock front with decreasing height and increasing size of trailing rarefaction 
wave. The blue lines are for illustrative purposes and do not signify a quantitative one-to-one 
correspondence between theoretical and experimental profiles. Adapted from Chen et al. (2005).

theory. An important implication of the transition from dissipative behavior to 
propagative behavior at high slopes is that a structure (e.g. line or dot) can be 
fabricated at a large length scale and, with uniform ion irradiation, reduced to a 
smaller length scale while preserving, or even sharpening, the steepest features.

The non-perturbative approach for steep features develops from the Sigmund 
sputter kernel a small-curvature approximation that is valid for all slopes. Com
bining this with Mullins-Herring surface diffusion mediated surface smoothening 
results in a nonlinear PDE called the advection-diffusion equation,

db(x, t) ^db d2b d4b
dt dx dx2 dx4’

(6)



MfM 52 Nanoscale Morphology Control 199

Figure JO. Sputter yield of flat surface versus incidence angle. Adapted from Vasile et al. (1999). 
Dashed curve: full Sigmund sputter integral with Sigmund kernel(Gaussian ellipsoids). Solid 
black: with empirical Yamamura correction (Yamamura et al., 1983; Vasile et al., 1999). Applying 
Bradley-Harper analysis to large amplitudes assumes all coefficients are constant at their initial 
value, e.g. illustrated here for an initial slope of 30°. Red curve: Makeev et al.’s quadratic expansion 
in powers of slope. The entire black curve goes into the non-perturbative theory ofChen et al.; shock 
fronts result in the region where the curvature is downward.

where b = dh/dx b is the slope, C = C(b) = dY/db turns out to be the propaga
tion speed, and Y is the sputter yield (see Figure 10). The solutions of this equation 
predict behavior that can be understood as the propagation of a shock front that 
self-selects a stable slope; the mathematical structure of the solutions is the same 
as that previously observed in thin-film fluid flows. The shock front behavior 
turns out to be a generic feature of the non-monotonic behavior of the sputter 
yield versus slope. As the slope increases, the center of the energy deposition gets 
closer to the surface; hence the sputter yield increases with slope. But at high 
enough slope, the sputter yield turns down again due to effects such as reflection 
at grazing incidence (Yamamura et al., 1983) and incomplete development of the 
collision cascade (Sigmund, 1981), and possibly to deviations of the true colli
sion cascade shape from Gaussian ellipsoids (Feix et al., 2005). This qualitative 
behavior of the sputter yield versus slope, combined with the kinetics of surface 
diffusion, turns out to be sufficient for propagative rather than dissipative solutions 
to the morphology evolution equation arising from the Sigmund sputter kernel and 
fourth-order diffusion.
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Figure 11. Processes in adatom diffusion model.

3. Single Biomolecule Detectors

The physics and materials science of sputter patterning are important in the 
development of nanopore single- molecule detectors (Figure 12). Focused and 
unfocused ion beam irradiation has been used to fabricate single nanopores in 
insulators, control their diameters to molecular dimensions, and use them in sen
sitive devices to detect and analyze single biomolecules in solution (Li et al., 
2001, 2003; Stein et al., 2002, 2004; Chen et al., 2004; Mitsui et al., 2006) Such 
detectors are envisaged as DNA sequencers ~ 106 times faster than those in cur
rent use (Meller et al., 2000). Using a FIB of 50 keV Ga+, single nanopores of 
diameter ~ 50 nm are drilled through a membrane of silicon dioxide or silicon 
nitride supported along its perimeter by attachment to a silicon wafer substrate. 
Subsequent broad irradiation with an unfocused beam of 3 keV Ar+ results in the 
gradual closure of the nanopore. Feedback on the transmitted ion current permits 
an exquisite level of control on the final pore diameter, which can be tuned to pass 
molecules with diameters under a desired value. An adatom-diffusion model (Fig
ure 11), which is an extension of the model of the atomistic processes occurring in 
sputter patterning of Si(001) (Erlebacher et al., 1999), accounts for many aspects 
of the ion-sputter-induced closing of nanopores in silicon nitride membranes (Li 
et al., 2001) (Figure 12). This model posits that the spatiotemporal evolution of 
the concentration field C(r, t) of surface-diffusing mobile species (“adatoms”) 
created by the ion beam is governed by the following PDE:

3 C
—C(r. r) = fy.------- --  - /Cor + Z)V2C, (7)

where / is the ion flux, Y\ is the number of adatoms created per incident ion, Ttrap 
is a time constant for annihilation by fixed traps, or is the cross section for adatom
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measured from transmitted ion current 
——- model

Ion Dose (ArVnm2)

Figure 12. (a) Pore area determined by ion beam current transmitted through nanopore versus dose, 
(b) TEM image of initial ~ 60 nm pore in a 500 nm thick Si3N4 membrane made by focused ion 
beam, (c) TEM image of sample after subsequent unfocused 3 keV Ar+ ion irradiation during which 
pore fills with electron transparent (~ 10 nm thick) membrane; final diameter 1.8 nm. Adapted from 
Li et al. (2001).

annihilation by direct ion impingement, and D is the adatom diffusivity. Adatoms 
that diffuse to the edge of the pore fill it in; the diffusional flux to the edge of 
the pore is determined by the concentration gradient at the edge of the pore in the 
steady-state solution to Equation (7). This flux then determines the closing rate of 
the pore, which is given by 

H
Ki(R/Xm)\
K^R/X^)' (8)

where R is the pore radius, Q is the adatom volume, H is the pore thickness, 
Yp is the opening contribution from ion beam sputter erosion of the edge of 
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the pore, Ya is the adatom yield, Xm is the average surface diffusion length of 
adatoms before annihilation by fixed traps or ion impingement, and Ko and K\ 
are Bessel functions that arise from the solution to the diffusion equation in polar 
coordinates.

The model successfully accounts for several observations including (a) the 
measured time-dependence of the nanopore area during irradiation; (b) the de
creased effectiveness of nanopore closing, per ion, at higher fluxes due to 
increased beam-induced “adatom” annihilation; (c) the increased effectiveness of 
nanopore closing, per ion, if the same flux is delivered in pulses separated by 
“offtime”, to the same total fluence; (d) the strong temperature-dependence of the 
closing rate; (e) the existence of a maximum size pore that can be closed under 
ion exposure. Representative results are shown in Figure 12(a).

Although nanopores close in SiO2 (Stein et al., 2002), the material appears to 
respond differently than silicon nitride, e.g. the rate is rather insensitive to temper
ature. We are considering the possibility that ion stimulated viscous flow (Snoeks 
et al., 1995; Umbach et al., 2001), possibly in conjunction with ion-stimulated 
compressive stress (Brongersma et al., 2000; van Dillen et al., 2005), mediates 
morphology evolution in this system. Electrostatic effects and ionic conduction 
during irradiation also appear to be important (Mitsui et al., 2006).

We anticipate that different classes of materials may be found in which differ
ent mechanisms mediate transport. For example, surface-confined viscous flow via 
an ion-enhanced fluidity has been identified as the transport mechanism in sputter 
rippling of SiO2 with keV ion beams (Mayer et al., 1994; Umbach et al., 2001). 
The nanopore-closing results on amorphous silicon nitride are quantitatively con
sistent with the adatom diffusion model and qualitatively inconsistent with at least 
one key aspect of the ion-enhanced fluidity mechanism, namely the observed de
pendence of closure-per-ion on flux and on offtime between ion pulses: in current 
models for ion-enhanced fluidity, only the ion fluence matters and not its temporal 
dependence. Results in SiC>2 are also qualitatively inconsistent with this same key 
aspect of the ion-enhanced fluidity mechanism in its current form (Stein et al., 
2002). It is more difficult to envisage viscous flow as an important mechanism in 
materials that remain crystalline under ion irradiation, in either single-crystal or 
large-grain poly cry stal form, as metals do at typical temperatures and Si and Ge 
do at sufficiently high temperature.

4. Surface Morphological Relaxation and Nanostructure Stability

Much recent research has been focused on a better understanding of the sput
ter yield and its nonlinear dependence on elements of the surface topography.
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However, all analytical treatments of morphology evolution under ion erosion 
generally assume surface diffusion mediated smoothening governed by the final 
term in Equation (3), Bcfih/dx\ where B contains the surface diffusion coeffi
cient. This classical Mullins-Herring term is known to be valid for amorphous 
solids and crystalline surfaces above the thermodynamic roughening transition 
temperature. However, we have shown that under thermal annealing conditions 
after the ion beam is turned off, sputter patterned Si(001) surfaces obey non- 
classical relaxation kinetics inconsistent with B'd^h/dx^ (Erlebacher et al., 2000a; 
Pedemonte et al., 2003). As are most crystalline surfaces under typical materials 
processing conditions, these surfaces are well below their roughening transition 
temperature. Non-classical effects appear to be responsible for the change of 
the decay kinetics of the corrugation amplitude A(r) from exponential decay to 
inverse linear,

(9)

where k is a wavelength and temperature dependent rate constant. An important 
element of a non-classical approach leading to inverse linear decay under the 
observed conditions appears to be a description of the surface as a collection 
of atomic steps separated by flat terraces (Israeli and Kandel, 2000; Margetis 
et al., 2005; Margetis, 2006). It remains an open question whether a crystalline 
surface below its thermodynamic roughening transition temperature can be driven 
by ion beam irradiation into a dynamically roughened state for which the classical 
description remains valid.
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Abstract

Low energy ion sputtering produces spontaneous pattern formation on many 
surfaces. A continuum theory that balances the processes of roughening by 
sputter removal of atoms and smoothing by surface diffusion of defects ex
plains many features of the early stages of pattern formation. The sputtering is 
based on a mechanism proposed by Sigmund (1969, 1973) which couples the 
rate of atom removal to the local surface morphology. Results of kinetic Monte 
Carlo simulations of surface evolution using the Sigmund mechanism for sput
tering are found to agree quantitatively with the predictions of the continuum 
theory in the linear regime. This suggests that the continuum theory correctly 
accounts for many of the essential physical mechanisms that lead to the initial 
formation of the ion-induced pattern.

Contents

1 Introduction 208

2 Continuum Theory of Sputter Ripple Formation 209
2.1 Sigmund Mechanism for Sputtering............................................................... 210
2.2 Sputter Roughening of Surface.........................................................................211
2.3 Surface Diffusion...............................................................................................211
2.4 Ion-Induced Smoothing and Higher Order Effects.........................................212
2.5 Ehrlich-Schwoebel Barriers to Interlayer Transport......................................213

E-mail: eric_chason@brown.edu



208 E. Chason and W.L. Chan MfM 52

2.6 Surface Evolution in the Linear Regime 214

3 Kinetic Monte Carlo Simulations 216

4 Results of KMC Simulations and Comparison with Continuum Theory 218

5 Conclusion 221

Acknowledgements 222

References 222

1. Introduction

Bombardment by low energy ions (ion sputtering) is a real workhorse when it 
comes to modifying and characterizing thin films and surfaces. The virtue of low 
energy ions is that they are able to remove material from the surface without 
creating so much damage that they destroy the structures that are of interest. 
Therefore, ion sputtering is frequently used to prepare atomically clean surfaces 
and to create thin samples for transmission electron microscopy. Analyzing the 
sputtered surface or the atoms that are sputtered away is used to profile the depth 
distribution of atoms in thin layers. More recently, focused ion beams (FIB) have 
enabled nanoscale regions of the sample to be removed selectively for analysis or 
to create unique structures.

Although the damage by the ion beam is confined mostly to the near surface 
region, it has been noted by many (Bradley and Harper, 1988; Carter, 2001; Ma
keev et al., 2002; Valbusa et al., 2002) that prolonged sputtering can lead to the 
development of pronounced patterns on the surface (sputter ripples). The type of 
pattern depends on the ion beam, the material being sputtered, and the processing 
conditions so that arrays of one-dimensional ripples (Mayer et al., 1994; Chason 
et al., 1994; Carter and Vishnyakov, 1996; Rusponi et al., 1998; Erlebacher et 
al., 1999; Habenicht, 2001; Umbach et al., 2001), two-dimensional mounds and 
pits (Ritter et al., 1996; Ernst, 1997; Murty et al., 1998b; Costantini et al., 2001; 
Michely et al., 2001; Kalff et al., 2001; Malis et al., 2002) and even quantum 
dot-like structures (Facsko et al., 1999; Gago et al., 2001; Frost et al., 2004) 
have been observed under different conditions. The wavelength of these patterns 
ranges from the micron range down to nanometers. From the materials analysis 
point of view, the excess roughness created by these patterns can degrade the 
depth resolution (Stevie et al., 1988; Cirlin, 1992; Wittmaack, 1998) and there is 
interest in understanding their origin in order to control or eliminate them. On 
the other hand, because ion-induced patterns form spontaneously without needing 
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any external templates or beam modulation, they are also interesting as a way 
of inexpensively producing nanoscale structures by means of self-organization. 
Moreover, the patterning behavior can be used to study the ion-surface interaction 
and the resulting ion-induced defect kinetics on the surface.

Understanding how sputter ripples form has been the subject of significant 
analysis over the past twenty-odd years. The fact that the sputter ripples form 
spontaneously indicates that they originate from the interaction between different 
processes occurring on the surface during ion bombardment. In the early stages, 
the behavior can be modeled using a simple linear theory of morphology evolu
tion. As described below, the heart of this model is a sputtering theory developed 
by Sigmund in which the sputter yield is dependent on the local surface curvature. 
The overall surface evolution is described analytically in terms of a dynamic bal
ance between roughening by the sputtering process and smoothing by diffusion of 
point defects (adatoms and surface vacancies) on the surface. As pointed out by 
Bradley and Harper (BH) (1988), the appearance of a characteristic wavelength 
can be explained by the mechanism of a linear instability where the competition 
between different surface processes results in the selection of a preferred range of 
spatial frequencies that grow faster than any others on the surface.

The goal of this article is to describe the physical mechanisms that determine 
the evolution of the sputter ripples in the early stage. To explore the validity 
of this analytical approach, we compare the continuum predictions with recent 
results of kinetic Monte Carlo (KMC) simulations. The KMC simulations use 
the Sigmund mechanism to model the sputtering process coupled with diffusion 
of defects using a solid-on-solid (Chason and Dodson, 1991) model of atomic 
hopping. Unlike experiments, in the KMC simulations we are able to completely 
specify all the important parameters for the ion beam and the surface diffusion. 
The resulting surface morphology enables us to monitor how the surface evolves 
under the simultaneous action of the sputtering and surface diffusivity for direct 
comparison with the continuum theory. In addition, the KMC simulations enable 
us to quantify the surface defect concentrations on the surface during the simulated 
sputtering process which is not possible in experiments.

2. Continuum Theory of Sputter Ripple Formation

In this section, we discuss different physical mechanisms that operate during low 
energy ion bombardment to control the evolution of the surface morphology. We 
use continuum approximations of these mechanisms to derive an analytical ex
pression for the evolution of the surface height [h(x, y)] at different positions 
x and y on the surface. This treatment follows the approach originally used by
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Figure 1. Schematic of Sigmund mechanism for sputtering of atom. The energy deposited by the 
ion per unit volume is approximated by a Gaussian form that creates elliptical contours around the 
stopping point. The sputter yield from each surface site is taken to be proportional to the energy 
deposited there.

Bradley and Harper (1988) to explain the origin of ripple formation in terms of a 
linear instability mechanism.

2.1. Sigmund Mechanism for Sputtering

The Sigmund theory is an approximation that makes it possible to calculate where 
an incoming ion will cause an atom to be sputtered from on the surface. In the 
actual process of sputtering, the energetic ion gives up its kinetic energy in a series 
of atomic collisions (called the binary collision approximation or BCA). Monte 
Carlo programs such as SRIM (Ziegler and Biersack, 2000) that are based on the 
BCA can calculate the details of a series of collisions for an incident ion trajectory. 
However, because each trajectory contains only a few collisions and is very sen
sitive to the exact impact parameter, it is not possible to use the BCA approach in 
an analytical formulation. This difficulty is avoided in the Sigmund theory, where 
the energy deposited per unit volume averaged over a large number of incident ion 
trajectories is approximated by a smooth form in which the contours of constant 
energy deposition form ellipsoids around the center of the distribution (Sigmund 
1969, 1973). Therefore, even though each individual trajectory is difficult to pre
dict, the behavior averaged over a large number of incident ions may be treated 
analytically.

The energy distribution derived by Sigmund is shown schematically in Fig
ure 1. In this figure, the ion enters the surface at the point O and the center of 
the distribution is at a distance a along the initial ion trajectory. Using coordinates 
where z is the distance from O along the ion trajectory and p is the distance
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normal to the trajectory, the energy per unit volume deposited by collisions at 
each point in the material is described by

E(p, z) = eoexp
(z-a)2 P2

2<r2 2g2 (1)

where So is a normalization factor and the parameters <r and /z describe the width 
of the energy deposition profile in the directions parallel and perpendicular to the 
initial trajectory. The amount of material sputtered from each site on the surface 
is taken to be proportional to the energy deposited at that site, as calculated from 
Equation (1). The sputter yield, Y, is proportional to the total amount of energy 
deposited at the surface.

2.2. Sputter Roughening of Surface

Bradley and Harper (1988) used the Sigmund theory to calculate the evolution 
of the surface topography by integrating the erosion rate calculated from Equa
tion (1) over the entire surface. For topographies in which the radius of curvature 
on the surface remains large compared to the ion’s range a, the erosion rate at 
each point x and y on the surface can be approximated by the form:

dh
~dt

dh d2h d2h= _vo(e)+r_+vx.—+vy—. (2)

In this equation, x is oriented parallel to the direction of the ion beam projected 
onto the surface, i.e., in the same direction as z in Figure 1 projected along the 
surface and y is in the orthogonal direction on the surface, vq is the average rate 
of erosion of the surface and depends on the angle of incidence, 0, relative to the 
surface normal T accounts for the variation of the sputter yield with the slope of 
the surface and is equal to dvo/96. vx and vy relate the sputter yield locally to the 
surface curvature with values that depend on the ion parameters (a, Y, a, /x) and 
the angle of incidence; a detailed calculation of vx and vy is provided in Makeev 
et al. (2002). The dependence of the sputter rate on the local curvature means that 
for a surface with a rough topography the peaks on the surface will sputter slowly 
and the valleys will sputter quickly. Therefore, in the absence of all other effects, 
the Sigmund mechanism will make a rough surface become even rougher due to 
sputtering.

2.3. Surface Diffusion

Surface diffusion will act to smoothen a rough surface by transport of material 
from regions of high surface energy to regions of low surface energy (as shown
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Figure 2. Surface diffusion is modeled using the classical theory of Mullins (1959) and Herring 
(1950). Surface defects diffuse to decrease the amplitude of modulations on the surface.

schematically in Figure 2). The analytical form for this was described by Mullins 
(1959) and Herring (1950) and given by:

— = -BV\ (3a)
dt

where

(3b)

and y is the surface energy, Ds is the diffusivity of a mobile surface defect, C is the 
concentration of mobile defects on the surface (number per unit area) and n is the 
number of atoms per unit volume. We define Ds and C in terms of mobile defects 
(rather than simply adatoms) because surface transport may occur by diffusion of 
adatoms or surface vacancies when ion bombardment is used. Note that this model 
for the surface diffusivity does not take into account effects of surface crystallinity 
and therefore is strictly only appropriate for amorphous surfaces or crystalline 
surface above the roughening transition. The complications that this entails have 
been discussed elsewhere (Jeong and Williams, 1999; Israeli and Kandel, 2000; 
Erlebacher et al., 2000; Pedemonte et al., 2003; Shenoy et al. 2003, 2004; Chan 
et al., 2004b; Margetis et al., 2004), however we will use this simple linear theory 
in this work.

2.4. Ion-Induced Smoothing and Higher Order Effects

Makeev and co-workers (Makeev and Barabasi, 1997; Makeev et al., 2002) carried 
out the calculation of the surface evolution to higher order and recognized that 
there are other terms that are linear in the surface height besides those included by 
Bradley and Harper. The effect of this is to add additional terms to Equation (2) 
of the form:

34/? D d4h D d4h 
~B, xa^ ~ ~ B,-SW ' (4)
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These terms have functional forms that are similar to the diffusional smoothing 
in Equation (3), i.e., they depend on the fourth derivative of the height and they 
tend to make the surface smoother. However, these terms derive directly from the 
interaction of the ion with the surface and have no relation to surface diffusion.

Higher order terms of the form d^h/dx7, and c^h/dxdy1 are also present in 
the linear continuum equation (Makeev et al., 2002). Similar to the effect of the T 
term, these terms affect the propagation of the ripples along the ion beam direction 
and account for dispersion in the ripple velocity with respect to the wavevector. 
These effects are observed in our simulation (Chason et al., 2006) but are not 
discussed further here. Other non-linear terms can be added to these equations to 
account for long-time behavior (Makeev et al., 2002). However, since the purpose 
of this work is comparing the continuum theory with KMC simulations, we limit 
the discussion to the early linear regime of pattern formation where the KMC 
model is expected to be most valid.

2.5. Ehrlich-Schwoebel Barriers to Interlayer Transport

On metal surfaces, measurements of pattern formation during ion bombardment 
may depend on the crystallography of the surface and not just the direction of the 
ion beam. It is suggested (Rusponi et al., 1998; Costantini et al., 2001; Valbusa et 
al., 2002) that the presence of Ehrlich-Schwoebel barriers that modify interlayer 
transport can modify the roughening process in a way similar to the mechanism 
proposed by Villain (1991) and Politi and Villain (1996). Although this effect is 
not linear, they proposed that in the early stages the roughening behavior could be 
approximated by a form in which the roughening depends on the local curvature 
with coefficients Sx and Sy that depend on the barriers to interlayer transport.

In contrast with the BH mechanism, the parameters Sx and Sy depend on tem
perature while the BH roughening terms (vx, vy) only depend on the ion beam 
parameters. Since the curvature dependence is similar to the BH mechanism, 
these terms can compete directly with the BH roughening terms. Under certain 
sputtering conditions, these effects can dominate to produce a different class of 
surface morphology. In this paper, however, we will only concentrate on regimes 
in which the BH mechanism is dominant so that roughening induced by Ehrlich- 
Schwoebel barrier will be neglected. Experimentally, these conditions are fulfilled 
when the surface is sputtered at a relatively high temperature and flux (Chan et 
al., 2004a), when the surface has a low Schwoebel barrier (Chason et al., 1994; 
Erlebacher et al., 1999; Brown and Erlebacher, 2005) or when the surface becomes 
amorphous (Mayer et al., 1994; Carter and Vishnyakov, 1996; Facsko et al., 1999; 
Umbach et al., 2001 ; Habenicht, 2001 ; Gago et al., 2001 ; Frost et al., 2004).
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2.6. Surface Evolution in the Linear Regime

These mechanisms can be put together to predict the evolution of the surface 
morphology. Combining Equations (2)-(4), in the linear regime (i.e., the early 
stages of pattern formation), the continuum equation is written as:

dh
~dt

4 d4h
- BV4h- Bljcy

d4h 
dx2dx2

(5)

This equation can be Fourier transformed so that the amplitude of individual 
Fourier components on the surface can be calculated. The amplitude of each 
Fourier component at time t is given by:

hk(t) = hk(fi) er(4'-‘’)' e''‘-(I+r,), (6a)

where /u (0) is the value of the Fourier coefficient initially and

r(kx, ky) = -vx(f)k2 - Vy(f)k2y - Sx(f, T)k2 - Sy(f, T)k2

- B(f,T)(k2 + k2)2 - B/,x(f)kx

-B,.Xy(f)k2k2- B^fyk*. (6b)

We call r(kx, kv) the amplification factor because it determines the rate at which 
the amplitude grows or decays. The parameters that determine r(kx, ky) have been 
explained above. The dependence of each parameter on the flux, f, and the tem
perature, T, has been written explicitly to indicate how f and T impact the growth 
rate of the ripples.

For positive values of r, the amplitude will increase while for negative values 
it will decrease. The evolution of the surface morphology is therefore completely 
determined (in this model, at least) by the value of the amplification factor, r. For 
a range of parameters, the dependence of r on the magnitude of k has a form that 
can be represented schematically as shown in Figure 3. Under these conditions, 
there is a range of k values for which the amplification factor is positive and other 
values for which it is negative. The amplification factor has a maximum value of 
r* which occurs at the wavevector k*. As a function of time, the amplitude of 
the Fourier coefficient with wavevector k* will grow faster than all others and the 
surface will develop a characteristic periodicity at this spatial frequency.
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k
Figure 3. Schematic representation of the amplification rate r as a function of the wavevector k. 
The amplification factor is maximum (r*) at the fastest growing wavevector (k*).

From a linear stability analysis of r(kx,ky), we can determine how the 
wavelength and growth rate of the pattern depend on the parameters of the model:

u2
r* =--------™, (7a)

4(ß + B/,max)

^max

2(ß + B/,max)
(7b)

The subscript “max” refers to the value | vx | or |vy| which has the greater mag
nitude, i.e., the one that will grow faster on the surface. The wavevector of 
the pattern will align along the direction corresponding to the larger of these 
parameters.

From these equations, we have a prediction of how the pattern will evolve 
based on the parameters of the continuum model. In the following section, we will 
compare these predictions with results of our KMC simulation to determine how 
well the instability model compares with an atomistic sputtering picture based on 
the Sigmund model. Note that in this analysis we have set the value of Sv and 
Sy equal to zero so that we are ignoring the effect of the Schwoebel barrier. Also 
note that we are only considering a linear model for the pattern formation here. 
Non-linear terms are certainly expected to become important as the amplitude 
of the ripples increases. The comparison with the KMC simulations is therefore 
only relevant to the early stages of the pattern formation. However, the direct 
comparison of the model with the simulations is useful even if it is only over a 
limited range of ripple amplitude.
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3. Kinetic Monte Carlo Simulations

The approach to pattern formation described above is based on developing a rate 
equation for the evolution of the surface height using continuum models for the 
sputter removal and surface transport. An alternative approach, discussed here, is 
to develop kinetic Monte Carlo (KMC) computer simulations in which atomistic 
processes are modeled by transitions on a surface following rules designed to 
mimic kinetic processes such as diffusion and sputtering. The surface morphology 
that develops from this approach is the result of the interaction of many indepen
dent events that are analogous to the motion of individual atoms and vacancies on 
the sputtered surface. By comparing the surface morphology evolution between 
the simulations and the continuum theory, we can directly determine if the con
tinuum theory is a valid approximation for the collective action of the numerous 
atomic-level events controlling the surface evolution. Furthermore, because we 
can monitor all the atomic level processes in the KMC simulation, we can also 
study the defect kinetics that underlie the ion-induced pattern formation.

Previously, simulations have been performed that use the Sigmund mechanism 
for sputtering but these did not use the same approach as this work for surface 
transport. In these works, either a simplified relaxation process or a process 
based on a Monte Carlo (MC) algorithm to determine the equilibrium state was 
employed (Cuerno et al., 1995; Koponen et al., 1997; Hartmann et al., 2002; 
Stepanova and Dew 2004; Yewande et al., 2005) so that they did not model the 
non-equlibrium surface dynamics. On the other hand, previous simulations that 
do employ diffusion processes with thermally activated hopping rates did not use 
the Sigmund mechanism for the sputtering process (Murty et al., 1998a; Strobel et 
al., 2001). Unlike these other simulations, our model considers both the Sigmund 
mechanism and thermally activated diffusion of surface defects satisfying detail 
balance.

A brief description of the concept behind the KMC simulation is discussed 
below; a fuller description can be found in Chason et al. (2006). The positions of 
all the atoms on a surface are assigned to an element in a two-dimensional lattice 
(known as a solid-on-solid model). A schematic representation of different surface 
processes considered in the KMC is shown schematically in Figure 4. Note that 
we also allow the motion of vacancies in the surface to occur by the hopping of 
atoms adjacent to it. This is important because we believe that mobile vacancy 
defects play a significant role in surface evolution during ion sputtering.

All the transitions that can occur on the surface are assigned a rate based on 
the local configuration. The rate of transition between two sites i and j is based 
on a thermally activated process in which the barrier to the transition (Eij) is
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Vacancy 
diffusion

Edge

Adatom 
diffusion

Figure 4. Schematic of surface transport processes considered in the kinetic Monte Carlo simu
lation of sputtering. Each surface process has an activation energy and transition rate associated 
with it. Note that in the simulation vacancy diffusion is allowed to occur at a rate equal to adatom 
diffusion.

equal to an activation energy (£«) plus the difference in bond energy between 
the two configurations. The change in bond energy between two configurations is 
determined by counting the change in the number of nearest neighbors (n, — n;) 
and multiplying by a constant energy per bond (Ebond) if the number of bonds 
decreases. The rate of a transition is therefore

RiJ = (vc~E^/kT, (8)

where E,j = Ea if the number of bonds does not decrease (n, < ny) or £(j = 
Ea + («z — wj)£bond if the number of bonds decreases (n,- > n7). The attempt 
frequency to is a constant that is taken as 1012 s-1 in the current work. Keeping 
track of bond energy in this way ensures that detailed balance is preserved, i.e., 
the rate of a transition between two sites in the forward and backward direction is 
properly related to the difference in energy between the sites.

Lists of all the surface positions at which atomic transitions can occur and their 
associated transition rates are maintained in the computer simulation as the surface 
evolves. Events are chosen from these lists randomly with a probability that is 
proportional to the transition rate. In this way, atomic level events are performed 
on the surface at a rate that is on average proportional to the transition rate for that 
process.

The process described above is able to simulate the evolution of the surface due 
to diffusive processes. The removal of atoms from the surface via sputtering re
quires an additional mechanism. We use the same Sigmund mechanism utilized in 
the continuum approach to model the sputtering process in the KMC simulations. 
For an individual incident ion trajectory, the position at which it strikes the surface 
is chosen randomly and the energy deposition at all the points on the surface is
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Table 1. List of parameters used in the kinetic Monte Carlo 
simulations.

Activation energy (Ea) 0.8 eV
Note: a value of 1.0 eV was used for 
diffusion along the edge of a step.

Bond energy (Ebond) 0.2 eV

Temperature (T) 187-250°C

Flux (f) 0.15-6.0 monolayers/s

Ion parameters:
e 45 deg
a 20
u = n 10
y 2 atoms/ion

then calculated using Equation (1). Unlike the continuum approach, the surface 
height is not reduced incrementally at each point based on the calculated energy 
deposition. Instead the energy deposition is used to determine the probability 
of sputtering from each site on the surface; the Monte Carlo algorithm is then 
used to choose which site to perform the sputtering event based on the relative 
probabilities.

4. Results of KMC Simulations and Comparison with Continuum Theory

We performed KMC simulations of surface evolution during sputtering under a 
range of processing conditions in order to study the dependence of the ripple 
growth rate and wavelength on the processing conditions. The parameters used in 
the simulation are given in Table 1. The results described here have been presented 
more fully in Chason et al. (2006) but are reviewed here in order to provide a 
comparison between the simulations and the continuum theory.

The morphology of ripples produced by the KMC program under different 
simulation conditions is shown in Figure 5. Figure 5a corresponds to simulated 
sputtering at f = 1 monolayer/s, T = 187°C and a fluence of 45 monolayers and 
Figure 5b corresponds to f = 1 monolayer/s, T = 250°C and a fluence of 70 
monolayers. The time evolution of the simulated ripple amplitude and wavelength 
for the same conditions is shown in Figure 6. Aside from an initial transient, the 
wavelength of the ripples remains fairly constant over the entire range of the sim-
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Figure 5. Surface morphology produced by KMC simulation with (a) T = 187°C, fluence = 45 
monolayers and (b) T = 250°C, fluence = 70 monolayers. The flux for both cases is 1 monolayer/s.

Figure 6. Evolution of (a) wavelength and (b) amplitude of the ripples produced by the KMC 
simulations. Temperature for the simulation is indicated on the figure.
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ulation. The amplitude increases exponential in the early stages, though saturation 
is reached for larger amplitudes. Both of these features, a fixed wavelength and an 
exponential growth in the early stages are consistent with the expected behavior 
from the instability model. The amplitude saturation can also be addressed by 
including higher order non-linear terms (Cuerno and Barabasi, 1995; Park et al., 
1999) in the continuum theory, but we have restricted our analysis of the KMC 
studies to the linear regime where amplitudes are small and the approximations of 
the Sigmund model are most valid.

Surface defects (adatoms and vacancies) play a major role in determining 
smoothing processes on the surface (Erlebacher et al., 1999; Chan and Chason, 
2005). Unlike experiments, in the KMC simulation we can monitor the concen
tration of defects on the surface directly during the surface morphology evolution. 
The primary defect that we observe on the surface is the vacancy, which is con
sistent with the fact that we directly produce vacancies in the simulation when 
atoms are removed from surface sites by sputtering. The concentration of defects 
across the surface appears to be uniform and is not correlated with the surface 
morphology. The defect concentration depends on both the temperature and the 
ion flux with the concentration increasing with increasing ion flux and decreasing 
with increasing temperature. Fitting the temperature and flux dependence to a 
power law behavior gives good agreement over the entire range of the simulation 
conditions using the form (//D)048.

By performing simulations under different conditions, we have also studied 
the flux and temperature dependence of the ripple wavelength. The temperature 
dependence of the simulated ripple wavelength (shown in Figure 7) can be com
pared directly with the continuum theory using Equation (7b). Using the fact that 
umax and ß/(max depend only on the flux and not on temperature, the continuum 
theory predicts that the wavelength should depend on the following parameteric 
form: 

(9)

where A/ is a constant independent of flux or temperature. In evaluating this 
expression, we can use the measured value of the defect concentration for each 
temperature and flux. The only unknown parameters required to compare this form 
with the data are At, an overall normalization constant and the activation energy 
for the diffusivity. The fit to this form is shown as the solid line in Figure 7. The 
value for the activation energy determined from the fit is 0.86 eV, in good agree 
with the value of 0.8 used as an input in the simulation.
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Figure 7. Dependence of simulated ripple wavelength on temperature. The solid line represents 
least squares fit to analytical form described in text.

5. Conclusion

The morphological evolution produced by the KMC simulation shows that the 
Sigmund theory captures the essential physics required to produce Bradley- 
Harper type ripples in the early stages of sputtering. Furthermore, comparison 
of the continuum theory with the KMC results indicates that the analytical theory 
does a good job of capturing the balance between roughening by sputter removal 
and smoothing by surface diffusion, e.g., the continuum equations quantitatively 
account for the temperature dependence of the wavelength of ripples produced 
by the simulation. The agreement is somewhat surprising since the diffusional 
smoothing used in the continuum model is not appropriate for the crystalline, 
stepped surface used in the simulation. In spite of this, it provides good agree
ment over a wide range of parameters studied. It is worth noting that non-linear 
effects such as amplitude saturation are observed in the simulation, even though 
we have restricted our analysis to the linear instability regime. These effects can 
incorporated into the continuum analysis by using higher-order non-linear terms 
but we have not considered them here.

Although the simulations agree well with the continuum theory, this does not 
mean that the Bradley-Harper theory is a complete description for early-stage 
ripple formation in experimental systems. Measurements of the rate of ripple 
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formation on Cu (Chan et al., 2004a), Ge (Chason et al., 1994) and Si (Brown and 
Erlebacher, 2005) surfaces are significantly lower than predicted by the theory. 
This suggests that there may be other roughening mechanisms in experimental 
systems beyond the Sigmund that have not been included in the simulations or the 
continuum model.

Furthermore, over a wider range of parameters than those discussed here, 
transitions to other type of roughening behavior can be observed both in the 
experiments and the simulations. These studies are discussed in other references 
(Chan and Chason, 2006; Chason and Chan, 2006).

Acknowledgements

This work has benefited greatly from collaboration and helpful discussions with 
many others including Vivek Shenoy, Jonah Erlebacher, Michael Aziz, Ashwin 
Ramasubramanian and M.S. Bharathi. The authors also gratefully acknowledge 
the support of the US Department of Energy under contract DE-FG02-01ER45913 
and EC acknowledges the National Science Foundation under contract CMS- 
0210095.

References

Bradley R.M. and Harper J.M.E. (1988): Theory of ripple topography induced by ion Bombardment. 
J Vac Sei Technol A 6, 2390-2395

Brown A.-D. and Erlebacher J. (2005): Temperature and fluence effects on the evolution of regular 
surface morphologies on ion-sputtered Si( 111). Phys Rev B 72, 075350

Carter G. (2001): The physics and applications of ion beam erosion. J Phys D: Appl Phys 34, 
R1-R22

Carter G. and Vishnyakov V. (1996): Roughening and ripple instabilities on ion-bombarded Si. Phys 
Rev B 54, 17647-17653

Chan W.L. and Chason E. (2005): Sputter ripples and radiation-enhanced surface kinetics on 
Cu(001). Phys Rev B 72, 165418

Chan W.L. and Chason E. (2006): Morphology of ion sputtered Cu(001) surface: Transition from 
unidirectional roughening to bidirectional roughening. Nucl Instrum Methods B 242, 228-231

Chan W.L., Pavenayotin N. and Chason E. (2004a): Kinetics of ion-induced ripple formation on 
Cu(001) surface. Phys Rev B 69, 245413

Chan W.L., Ramasubramaniam A., Shenoy V.B. and Chason E. (2004b): Relaxation kinetics of 
nano-ripples on Cu(001) surface. Phys Rev B 70, 245403

Chason E. and Chan W.L. (2006): Kinetics mechanisms in ion-induced ripple formation on Cu(001) 
surfaces. Nucl Instrum Methods B 242, 232-236

Chason E. and Dodson B.W. (1991): Effect of step edge transition rates and anisotropy in 
simulations of epitaxial-growth. J Vac Sei Technol A 9, 1545-1550



MfM 52 Ion-Induced Surface Evolution 223

Chason E., Mayer T.M., Kellerman B.K., McIlroy D.T. and Howard A.J. (1994): Roughening 
instability and evolution of Ge(00l ) surface during ion sputtering. Phys Rev Lett 72, 3040-3043

Chason E., Chan W.L. and Bharathi M.S. (2006): Kinetic Monte Carlo simulations of ion-induced 
ripple formation. Submitted

Cirlin E.-H. (1992): Auger electron spectroscopy and secondary ion mass spectrometry depth 
profiling with sample rotation. Thin Solid films 220, 197-203

Costantini G., Rusponi S., de Mongeot EB., Boragno C. and Valbusa U. (2001): Periodic struc
tures induced by normal-incidence sputtering on Ag(l 10) and Ag(001): Flux and temperature 
dependence. J Phys: Condens Matter 13, 5875-5891

Cuerno R. and Barabasi A.L. (1995): Dynamic scaling of ion-sputtered surfaces. Phys Rev Lett 74, 
4746-4749

Cuerno R., Makse H.A., Tomassone S., Harrington S.T. and Stanley H.E. (1995): Evolution from 
ripple morphology to rough morphology. Phys Rev Lett 75, 4464^4467

Erlebacher J., Aziz M.J., Chason E., Sinclair M.B. and Floro J.A. (1999): Spontaneous pattern 
forming on ion bombarded Si(001). Phys Rev Lett 82, 2330-2333

Erlebacher J., Aziz M.J., Chason E., Sinclair M.B. and Floro J.A. (2000): Nonclassical smoothening 
of nanoscale surface corrugations. Phys Rev Lett 84, 5800-5803

Ernst H.-J. (1997): The pattern formation during ion bombardment of Cu(001) investigated with 
helium atom beam scattering. Surf Sei 383, L755-L759

Facsko S., Dekorsy T., Koerdt C., Trappe C., Kurz H., Vogt A. and Hartnagel H.L. (1999): 
Formation of ordered nanoscale semiconductor dots by ion sputtering. Science 285, 1551-1553

Frost E, Ziberi B., Höche T. and Rauschenbach B. (2004): The shape and ordering of self-organized 
nanostructures by ion sputtering. Nucl Instrum Methods B 216, 9-19

Gago R., Vazquez L., Cuerno R., Varela M., Ballesteros C. and Albella J.M. (2001 ): Production of 
ordered silicon nanocrystals by low-energy ion sputtering. Appl Phys Lett 78, 3316-3318

Habenicht S. (2001): Morphology of graphite surfaces after ion-beam erosion. Phys Rev B 63, 
125419

Hartmann A.K., Kree R., Geyer U. and Kölbel M. (2002): Long-term effect in a simulation model 
of sputter erosion. Phys Rev B 65, 193403

Herring C. (1950): Effect of change of scale on sintering phenomena. J Appl Phys 21, 301-303
Israeli N. and Kandel D. (2000): Decay of one-dimensional surface modulations. Phys Rev B 62, 

13707-13717
Jeong H.-C. and Williams E.D. (1999): Steps on surfaces: Experiment and theory. Surf Sei Rep 34, 

175-294
Kaiff M., Comsa G. and Michely T. (2001): Temperature dependent morphological evolution of 

Pt( 1 H) by ion erosion: destabilization, phase coexistence and coarsening. Surf Sei 486, 103— 
135

Koponen I., Hautala M. and Sievanen O.-P. (1997): Simulations of ripple formation on ion- 
bombarded solid surfaces. Phys Rev Lett 78, 2612-2615

Makeev M.A. and Barabasi A.-L. (1997): Ion-induced effective surface diffusionin ion sputtering. 
Appl Phys Lett 71, 2800-2802

Makeev, M.A., Cuerno R. and Barabasi A.L. (2002): Morphology of ion-sputtered surfaces. Nucl 
Instrum Methods B 197, 185-227

Malis O., Brock J.D., Headrick R.L., Yi M.-S. and Pomeroy J.M. (2002): Ion-induced pattern 
formation on Co surfaces: An x-ray scattering and kinetic Monte Carlo study. Phys Rev B 
66, 035408



224 E. Chason and W.L. Chan MfM 52

Margetis D., Aziz M.J. and Stone H.A. (2004): Continuum description of profile scaling in 
nanostructure decay. Phys Rev B 69, 041404

Mayer T.M., Chason E. and Howard A. (1994): Roughening instability and ion induced viscous 
relaxation of SiC>2 surfaces. J Appl Phys 76, 1633-1643

Michely T„ Kaiff M., Comsa G., Strobel M. and Heinig K.H. (2001): Step edge diffusion and step 
atom detachment in surface evolution: Ion-erosion of Pt( 111). Phys Rev Lett 86, 2589-2592

Mullins W.W. (1959): Flattening of a nearly plane solid surface due to capillarity. J Appl Phys 30, 
77-83

Murty M.V.R., Cowles B. and Cooper B.H. (1998a): Surface smoothing during sputtering: Mobile 
vacancies versus adatom detachment and diffusion. Surf Sei 415, 328-335

Murty M.V.R., Curcic T., Judy A., Cooper B.H., Woll A.B., Brock J.D., Kycia S. and Headrick 
R.L. (1998b): X-ray scattering study of the surface morphology of Au(lll) during Ar+ ion 
irradiation. Phys Rev Lett 80, 4713^4716

Park S., Kahng B„ Jeong H. and Barabasi A.-L. (1999): Dynamics of ripple formation in sputter 
erosion: Nonlinear phenomena. Phys Rev Lett 83, 3486

Pedemonte L., Bracco G., Boragno C., de Mongeot F.B. and Valbusa U. (2003): Smoothing of 
nanoscale surface ripples studied by He atom scattering. Phys Rev B 68, 115431

Politi P. and Villain J. (1996): Ehrlich-Schwoebel instability in molecular beam epitaxy: A minimal 
model. Phys Rev B 54, 5114-5129

Ritter M., Stindtmann M., Farle M. and Baberschke K. (1996): Nanostructuring of the Cu(001) 
surface by ion bombardment: A STM study. Surf Sei 348, 243-252

Rusponi S., Costantini G., Boragno C. and Valbusa U. (1998): Scaling laws of the ripple 
morphology on Cu(l 10). Phys Rev Lett 81, 4184-4187

Shenoy V.B., Ramasubramaniam A. and Freund L.B. (2003): A variational approach to nonlinear 
dynamics of nanoscale surface modulations. Surf Sei 529, 365-383

Shenoy V.B., Ramasubramaniam A., Ramanarayan H., Tambe D.T., Chan W.-L. and Chason E. 
(2004): Influence of step-edge barriers on the morphological relaxation of nanoscale ripples on 
crystal surfaces. Phys Rev Lett 92, 256101

Sigmund P. (1969): Theory of sputtering I. Sputtering yield of amorphous and polycrystalline 
targets. Phys Rev 184, 383—416

Sigmund P. (1973): A mechanism of surface microroughening by ion bombardment. J Mater Sei 8, 
1545-1553

Stepanova M. and Dew S.K. (2004): Surface relaxation in ion-etch nanopatterning. Appl Phys Lett 
84, 1374-1376

Stevie F.A., Kahora P.M., Simons D.S. and Chi P. (1988): Secondary ion yield changes in Si and 
GaAs due to topography changes during o+ or Cs+ ion bombardment. J Vac Sei Technol A 6, 
76-80

Strobel M., Heinig K.H. and Michely T. (2001): Mechanisms of pit coarsening in ion erosion of 
fcc(l 11) surfaces: A kinetic 3D lattice Monte-Carlo study. Surf Sei 486, 136-156

Umbach C.C., Headrick R.L. and Chang K.-C. (2001): Spontaneous nanoscale corrugation of ion- 
eroded SiÛ2: The role of ion-irradiation-enhanced viscous flow. Phys Rev Lett 87, 246104

Valbusa U., Borangno C. and de Mongeot F.B. (2002): Nanostructuring surfaces by ion sputtering. 
J Phys: Condens Matter 14, 8153-8175

Villain J. (1991): Continuum model of crystal - Growth from atomic-beams with and without 
desorption. J Phys (Paris) 1, 19-42



MfM 52 Ion-Induced Surface Evolution 225

Wittmaack K. (1998): Artifacts in low-energy depth profiling using oxygen primary ion beams:
Dependence on impact angle and oxygen flooding conditions. J Vac Sei Technol B 16, 2Tlfi- 
2785

Yewande E.O., Hartmann A.K. and Kree R. (2005): Propagation of ripples in Monte Carlo models 
of sputter-induced surface morphology. Phys Rev B 71, 195405

Ziegler J.E and Biersack J.P. (2000): SRIM-2000.40, IBM Co., Yorktown, NY





MfM52 Ion-Beam Modification Issues 227

Some Ion-Beam Modification Issues:
Ion-Induced Amorphisation and 

Crystallisation of Silicon

J.S. Williams*, G. de M. Azevedo1 and A. Kinomura2
Research School of Physical Sciences and Engineering

Australian National University, Canberra, 0200 Australia
1 Present address: Brazilian Synchrotron Light Laboratory (LNLS), 6192-CEP 

13084-971, Campinas, SP, Brazil
2Present address: Advanced Defect-Characterization Research Group 

Research Institute of Instrumentation Frontier
National Institute of Advanced Industrial Science and Technology

1-1-1 Umezono, Tsukuba, Ibaraki 305-8568, Japan

Abstract

This paper reviews the crystalline to amorphous and amorphous to crystalline 
phase transformations which can be induced in silicon by energetic ion 
irradiation. An overview of ion disordering and amorphisation is treated 
first. At temperatures or irradiation conditions under which the defects 
generated by the ion bombardment are relatively stable, disorder builds up 
with ion dose until complete amorphisation occurs. At elevated temperatures, 
the disordering and amorphisation processes can be considerably more 
complex. In this regime, dynamic annealing can occur during irradiation, 
whereby defects can annihilate and cluster to form defect bands. If the 
temperature is not too high, amorphisation can be nucleated with increasing 
dose at such defect bands but also at surfaces and interfaces, often well 
away from the maximum in the (nuclear) energy deposition distribution. 
Such nucleation-limited amorphisation is difficult to model, particularly as 
the critical dose for amorphisation depends in a complex way on irradiation 
temperature, ion mass, ion energy and ion flux. Once an amorphous layer forms
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in this regime, it can extend with increasing dose in a layer-by-layer manner. 
Again, there is no accepted model for this process. At higher irradiation 
temperatures, crystallisation of pre-existing amorphous layers can be induced. 
This ion beam induced epitaxial crystallisation (IBIEC) process occurs at 
temperatures well below that at which normal thermal epitaxial crystallisation 
takes place. This paper then gives an overview of the experiments and 
observations that have been made to study the IBIEC phenomenon. Studies of 
the dependence of the growth rate on irradiation temperature, ion dose, ion 
mass and ion flux again point to a complex process, but it is clear that the 
crystallisation is induced by ion displacements at or close to the amorphous- 
crystalline interface. Irradiations under ion channeling conditions, coupled 
with simulations of displacement distributions, have been used to probe 
the mechanism in more detail. Although it is now possible to establish that 
ion-induced defect generation precisely at the amorphous-crystalline interface 
is responsible for IBIEC, modelling of the process is again difficult. Such 
difficulties result from complex temperature, ion mass and flux dependencies, 
whereby the density of the collision cascade and inter-cascade effects appear 
to play dominant roles. Although much is known about both ion-induced 
amorphisation and crystallisation processes, the observed dependencies over a 
broad temperature range cannot as yet be quantitatively modelled.
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1. Introduction

When materials are irradiated with energetic ions, the ion-induced disorder can 
lead to a number of interesting structural transformations, including amorphisa
tion and crystallisation. The behaviour is particularly interesting when irradiation 
is carried out at temperatures where the defects produced by the ion beam are 
mobile. Silicon is an ideal material to observe and understand such processes, 
but, despite extensive studies over the past two decades, there are still many 
unanswered questions relating to ion-induced defects and their influence on amor
phisation and crystallisation. For ion irradiation at or below room temperature in 
silicon, the disorder produced is essentially stable since point defects are readily 
immobilised within disordered regions. Under such conditions, ion damage gen
erated within collision cascades builds up with ion dose, leading to amorphisation 
of the silicon. At higher implant temperatures, where defects begin to move and 
interact during ion bombardment, significant defect annihilation can occur and it 
can be difficult to induce amorphisation. In this regime, preferential amorphisa
tion can be observed at regions where extended defects first form, for example, 
at nanocavities or at surfaces. Continued irradiation can lead to layer-by-layer 
amorphisation.

At even higher temperatures ion irradiation may not cause amorphisation. In
complete defect annihilation during bombardment can lead to the formation of 
defect clusters and even extended defects in an otherwise crystalline matrix. In 
this elevated temperature regime, where defects are mobile, the understanding of 
the observed defect-mediated processes is far from complete. Irradiation under 
these conditions can even lead to the recrystallisation of previously-amorphised 
layers. This latter process, so called ion-beam-induced-epitaxial crystallisation 
(IBIEC), occurs at temperatures well below that at which normal thermally- 
induced crystallisation of amorphous silicon occurs. IBIEC has been shown to 
be an activated process, dependent on the generation of mobile “defects” by ion 
irradiation. There has been considerable controversy as to the role of defects in 
IBIEC but recent experiments have assisted in partly clarifying this issue. Indeed, 
studies of ion-induced amorphisation and crystallisation not only indicate much 
about the behaviour of defects and defect-induced phase changes in silicon but 
also provide considerable insight into the fundamental physics of defect interac
tions and epitaxial crystallisation at an atomic level. This review first gives an
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b)
surface

Figure /. (a) Schematic of displacements within a collision cascade, (b) A cross-sectional trans
mission electron microscope (XTEM) image of a continuous amorphous layer (a-Si) generated in 
silicon by 245 keV Si ion irradiation at room temperature to a dose of 3 x 1015 cm-2. The sample 
surface is indicated, as is the underlying crystalline silicon (c-Si).

overview of ion-induced amorphisation and crystallisation phenomena that have 
been observed in silicon and identifies some unanswered questions. More recent 
experiments, that provide insight into both ion-induced defect interactions and 
IBIEC, are then presented and interpreted with the aid of computer simulations. 
Finally, a summation of what is known and what is not known in these areas is 
presented.

2. Overview of Ion-Induced Amorphisation

2.1. The Effect of Temperature on Defect Accumulation

At sufficiently low irradiation temperatures, residual lattice disorder in semicon
ductors is controlled by the energy deposited by swift ions in nuclear collisions 
with lattice atoms. Individual heavy ions can generate dense displacement cas
cades (Figure la) that result directly in amorphous zones (Howe and Rainville,
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Figure 2. XTEM images corresponding to 245 keV Si ion irradiation of silicon (100) to a dose of 
4 x 1015cm-2 at (a) room temperature, and (b) 350°C. After Williams (1998).

1987) and the overlap of such zones with increasing dose leads to a continuous 
amorphous layer (Morehead et al., 1970; Dennis and Hale, 1978), as shown in the 
cross-sectional transmission electron micrograph (XTEM) in Figure lb. For light 
ions, cascades are less dense and the lattice can collapse to an amorphous phase 
when a sufficiently high defect density builds up and the local free energy of the 
defective lattice exceeds that of the amorphous phase (Swanson and Quennevi, 
1971 ; Vook and Stein, 1969; Christel et al., 1981). These two extremes of damage 
build up at low temperatures can be successfully treated by heterogeneous (heavy 
ion) or homogeneous (light ion) models, such as those of Morehead et al. (1970) 
and Vook and Stein (1969), respectively.

Implantation temperature can determine whether the defects generated within 
collision cascades are stable or whether they can migrate and annihilate. An ex
ample of temperature dependent effects is shown in Figure 2 (Williams, 1998). 
Figure 2a is a XTEM micrograph depicting a continuous amorphous layer in 
silicon, produced by 245 keV Si ions at room temperature to a dose of 4 x 
IO15 cm-2. The ion range is around 3800 Å but, under these implant conditions, 
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the amorphous layer is around 5000 Å thick. Note that the boundary between the 
amorphous layer and the underlying silicon substrate is quite sharp, indicating that 
defects produced in the tail of the Si implant distribution can annihilate quite ef
fectively at this implant temperature. If the implant temperature is raised to 350°C, 
irradiation-produced defects are considerably more mobile and annihilate or clus
ter to effectively suppress amorphisation (Williams 1992), as shown in the XTEM 
micrograph in Figure 2b. Here, there are clearly observed interstitial clusters that 
evolve into well defined interstitial-based line defects such as {311} defects and 
dislocation loops (Takeda et al., 1994) on annealing. It will be shown later that, 
at such implant temperatures where defects can annihilate, irradiation-induced 
displacements can induce crystallisation of pre-existing amorphous layers.

Between the two extreme regimes illustrated in Figure 2, the close balance 
between the rate of damage production within collision cascades and the rate of 
dynamic annealing (defect annihilation and clustering) can give rise to interesting 
defect-mediated phenomena, with strong dependencies on implantation tempera
ture, dose and dose rate. Small changes in any of these parameters can result in 
dramatic differences in residual implantation damage from almost damage-free 
structures, as a result of efficient defect annihilation, to continuous amorphous 
layers. In this regime, amorphisation can occur in an entirely different way, as 
a result of nucleation-limited or preferential amorphisation processes (Goldberg 
et al., 1999). For example, as the implantation dose increases and the density 
of defects increases, amorphous layers can spontaneously form at the depth of 
maximum disorder. Such layers can then grow to encompass the entire defective 
region (Goldberg et al., 1995). Further examples of the critical balance between 
defect creation and defect annihilation, including preferential amorphisation, are 
given below.

2.2. Preferential Amorphisation at Surfaces and Defect Bands

Amorphous layers can be observed to nucleate preferentially at depths signifi
cantly away from the maximum in the ion’s energy deposition distribution, at, 
for example, surfaces (Williams et al., 1994b), interfaces and pre-existing defects 
(Goldberg et al., 1999; Williams et al., 1994a). Figure 3 illustrates the case of 
preferential amorphisation at a silicon surface or, more precisely, at a SiÛ2-Si 
interface. Figure 3a (Goldberg et al., 1995) shows an RBS/channeling spectrum 
for an 80 keV Si implant into silicon at 160°C for a dose of 1016 cm-2 at a beam 
flux of 2.7 x 1013 ions cm-2 s-1. The spectrum shows a strong disorder peak at 
the surface and a buried peak around the end-of-ion-range at about 1200 Å. (The 
end-of-ion-range refers to the region in the tail of the ion range distribution, about 
two standard deviations deeper than the projected ion range.) The corresponding
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Figure 3. (a) An RBS/channeling spectrum for an 80 keV Si implant into silicon at 160°C to a dose 
of 1016 cm-2 at a beam flux of 2.7 x lO1^ ions cm-2 s-1. After Goldberg et al. (1995). (b) XTEM 
image of the sample in (a). After Goldberg (1995).

XTEM micrograph in Figure 3b (Goldberg, 1995) indicates that there are two 
amorphous layers present, one extending 300 Å from the surface and a buried 
layer from 500 to 1500 Å. Between these layers is a region of crystalline silicon 
containing few defects but below the buried layer there is a region of crystalline 
silicon, rich in (interstitial-type) defect clusters. This result shows not only the 
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nucleation of an amorphous region around the maximum in the nuclear energy 
distribution at about 800 Å but nucleation of an amorphous layer well away from 
the maximum disorder depth, at the surface. When the evolution of this defect 
structure was examined as a function of ion dose (Goldberg, 1995), it was found 
that the deep disorder first accumulated as defect clusters of interstitial character 
at lower doses. This defective region then appeared to collapse into an amorphous 
layer as the dose increased. In addition, the surface amorphous layer was found to 
thicken with increasing dose. This behaviour suggests that, in a regime where sub
stantial dynamic annealing occurs during ion irradiation, mobile defects not only 
annihilate and locally form defect clusters, but can also migrate and accumulate 
at SiC>2-Si interfaces. Collapse of such disorder to an amorphous phase can occur 
at a sufficiently high implantation dose. It has also been shown that a pre-existing 
dislocation band can act as a nucleation site for amorphisation, even when it is sit
uated well away from the disorder peak (Goldberg et al., 1999). Furthermore, such 
dislocation bands were found to “getter” interstitial-based defects from deeper 
in the material during irradiation (Goldberg et al., 1999). Thus, it would appear 
that both dislocation bands, surfaces (actually SiCT-Si interfaces) and amorphous 
layers themselves are good trapping sites or sinks for mobile defects that may 
otherwise form stable clusters close to where they come to rest, in the absence of 
such sinks.

2.3. Mechanisms of Amorphisation: The Role of Defects

The mechanism for the above defect trapping and preferential amorphisation be
haviour deserves some comment. There has been considerable speculation in the 
literature (Williams, 1992; Goldberg et al., 1999; Elliman et al., 1988; Jackson, 
1988) as to the specific defects that are trapped at pre-existing defects, surfaces 
and amorphous layers. Clearly, open volume defects such as vacancies or di
vacancies, as well as interstitials or interstitial complexes, are candidates. As 
we discuss more fully below, some experiments on the kinetics of amorphous 
layer formation, in the regime where the irradiation-induced amorphous phase 
is nucleation-limited, have suggested that divacancies (Elliman et al., 1988) may 
be the main defects preferentially trapped at amorphous layers. However, other 
experiments, where amorphous layers are nucleated at pre-existing dislocation 
bands, suggest (Goldberg et al., 1999) that interstitial trapping also may have a 
major role to play. Nevertheless, regardless of the specific defects that accumulate 
prior to amorphisation, it would appear to be the local free energy that ultimately 
determines the collapse of a defective crystalline lattice to the amorphous phase. 
This mechanism (Williams, 1994) is illustrated schematically in Figure 4. The 
free energy of an amorphous phase exceeds that of a crystalline phase. In the
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Figure 4. Schematic illustrating free energy differences and pathways between amorphous and 
crystalline materials. After Williams (1994).

case of silicon, the amorphous phase is metastable since there is a kinetic bar
rier that must be overcome before crystallisation can occur. In contrast, for pure 
metals, an amorphous phase is unstable even at extremely low temperatures, 
since there is essentially no barrier to crystallisation. Thus, under appropriate 
implantation conditions, implantation-induced disorder in silicon can build up 
until the local free energy exceeds that of the amorphous phase. It can then be 
energetically favourable for the defective crystalline lattice to collapse to the 
amorphous phase that provides a local minimum in free energy. Such behaviour 
suggests that, in cases where there is some defect mobility, defect annihilation 
and agglomeration occurs and the amorphous phase can preferentially form at 
sites which minimise the local free energy. Under such situations amorphisation 
can be nucleation-limited.

In cases where there are no pre-existing nucleation sites for amorphisation, the 
onset of amorphisation (at elevated temperatures) usually occurs at the ion-end- 
of-range. Here, nucleation of the amorphous phase normally occurs where there 
is an interstitial excess and this corresponds roughly to the end-of-ion-range. In 
this regime, amorphisation can exhibit interesting dependencies, including situa
tions where the ion flux controls the critical amorphisation temperature (Elliman 
et al., 1988), as illustrated in Figure 5. For a fixed dose of 5 x 1015 cm-2 for 
1.5 MeV Xe ions irradiating silicon, amorphisation at the end-of-ion-range can 
be observed only below 200°C if the average beam flux is kept below 1012 ions
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Figure 5. Ion flux as a function of 1/7 for ion irradiation conditions (1.5 MeV Xe ions at a dose 
of 5 x 10'5 cm-2) under which a buried amorphous layer is just formed in silicon. The solid and 
open triangles represent the cases in Figures 7b and 8b, respectively. After Elliman et al. (1988).

cnr2 s_l, but up to 300°C if the ion flux is raised above 1014 ions cm-2 s“1. This 
demonstrates the critical dependence of amorphisation on the balance between 
the rate of disorder production (controlled by ion flux in the case of Figure 5) and 
the extent of dynamic annealing, which is controlled by irradiation temperature. 
For implantation conditions on the left hand side of the solid line in Figure 5, 
no amorphous silicon was formed (only defect clusters in crystalline silicon), 
whereas buried amorphous layers are generated under conditions on the right. 
Note that the onset of amorphisation in Figure 5 fits well to an activation energy of 
1.2 eV. Elliman et al. (1988) noted that this value corresponds to the dissociation 
energy of silicon divacancies and, consequently, suggested that the stability of 
divacancies may control amorphisation in silicon. However, more recent studies, 
that use other ion beams to examine the dependence of the onset of amorphisation 
on ion flux and temperature, have shown a range of activation energies between
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Figure 6. Ion flux as a function of \/T for ion irradiation conditions under which a buried amor
phous layer is just formed in silicon for a number of ions at a dose of 10|S cm-2 except C where 
the dose was 2 x 1015 cm-2. After Goldberg et al. (1993).

0.5 and 1.7 eV as shown in Figure 6, taken from the work of Goldberg et al. (1993). 
The conclusion is that more complex defects and defect interaction processes may 
control amorphisation, depending on the implant conditions used, particularly the 
implantation temperature.

2.4. Layer-by-Layer Amorphisation

Another intriguing case of preferential amorphisation is layer-by-layer amorphisa
tion, which has been observed in some cases when silicon containing pre-existing 
amorphous layers is re-irradiated at elevated temperatures (Linnros et al., 1988b). 
An example of such behaviour is illustrated by the XTEM micrographs in Fig
ure 7 (Elliman et al., 1987). Clearly, the near-surface amorphous layer in Figure 
7a has increased in thickness when irradiated with 1.5 MeV Xe ions at 208°C 
(Figure 7b). It is also interesting to note that a buried amorphous layer has also 
formed at the Xe end-of-ion-range under these conditions. The region between
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Figure 7. XTEM images illustrating layer-by-layer amorphisation of silicon by 1.5 MeV Xe ion 
irradiation to a dose of 5 x 10*5 cm-2, (a) A pre-existing surface amorphous layer on silicon prior 
to Xe irradiation, and (b) following Xe irradiation at 208oC. After Elliman et al. (1987).

0.8 0.6 0.4 0.2 0.0
DEPTH [yxm]

Figure 8. XTEM images illustrating IBIEC of a pre-existing amorphous layer in silicon (a) using
1.5 MeV Xe ions to a dose of 5 x 1015 cm-2 at a temperature of 227°C. After Elliman et al. (1987).

the two amorphous layers is essentially free of defects, as a result of near perfect 
defect annihilation in this region. Both amorphous layers are observed to extend 
layer-by-layer with increasing ion dose, presumably by the preferential trapping 
of mobile defects at the respective amorphous-crystalline interfaces.
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3. Overview of Ion Beam Induced Epitaxial Crystallisation

3.1. IBIEC Temperature Dependence

The previous section illustrated implantation conditions where amorphisation by 
ion irradiation is nucleation-limited and can give rise to preferential amorphisa
tion and layer-by-layer amorphisation phenomena. If the implantation conditions 
are changed to further favour the rate of dynamic annealing over defect produc
tion, by raising the temperature for example, pre-existing amorphous layers can 
be observed to crystallise epitaxially by the IBIEC process. IBIEC is illustrated 
for the case of 1.5 MeV Xe irradiation in Figure 8 (Elliman et al., 1987). At 
an irradiation temperature of 227°C, the pre-existing surface amorphous layer is 
observed to shrink. Increasing the dose causes further epitaxial growth of the 
amorphous layer. It is interesting to note that a slight reduction in irradiation 
temperature to 208°C, keeping the other irradiation conditions the same, induces 
layer-by-layer amorphisation, as previously shown in Figure 7. If the temperature 
is increased further, above that corresponding to the data in Figure 7b, the IBIEC 
rate speeds up. The temperature dependence of IBIEC is illustrated in Figure 9 
for the case of 600 keV Ne irradiation of silicon (Williams et al., 1985b). Note 
that a well-defined activation energy can be extracted from the data (0.24 eV), the 
magnitude of which is suggestive that defect-mediated processes control IBIEC, 
possibly vacancies (Elliman et al., 1987; Williams et al., 1985b). In Figure 9, 
the kinetics of thermally-induced epitaxial growth is also shown, with the normal 
activation energy of 2.8 eV (Olson and Roth, 1988). It was accepted in early 
IBIEC studies (Williams et al., 1985b; Olson and Roth, 1988) that the low IBIEC 
activation energy arose as a result of athermally generated displacements. These 
displacements provide the defects for stimulating bonding rearrangements at the 
interface and hence crystallisation. In the thermal case, the high activation energy 
was attributed (Williams et al., 1985b) to two activation terms, nucleation of the 
defects influencing epitaxial crystallisation and a second term involving migration 
and bond rearrangement. In IBIEC, the first term is eliminated by athermal defect 
generation and only the second activation term applies. More detailed treatment 
of IBIEC mechanisms will be given in Section 3.4.

3.2. IBIEC Observations and Dependencies

Early studies (Linnros et al., 1985, 1988b; Elliman et al., 1987; Williams et al., 
1985b; Priolo et al., 1989b) indicated that the IBIEC rate was proportional to 
ion dose and was controlled by nuclear energy deposition. This demonstrates that 
atomic displacements are crucial for IBIEC. Indeed, experiments with electron
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Figure 9. IBIEC regrowth for a dose of 10*6 Ne ions cm-2 (600 keV) as a function of \/T (open 
squares) in silicon. The activation energy for thermally-induced epitaxy (2.8 eV) is also shown. 
After Williams et al. (1985b).

beams (Lulli et al., 1987) have clearly shown that recrystallisation only occurs if 
the energy of the electron beam is sufficient to produce atomic displacements in 
silicon in the region of the amorphous-crystalline interface. Several studies (Lin- 
nros et al., 1985, 1988b; Elliman et al., 1987; Williams et al., 1985b; Priolo et al., 
1989b; Lulli et al., 1987; Priolo and Rimini, 1990) have suggested that atomic 
displacements generated by nuclear collisions very close to the amorphous- 
crystalline interface are responsible for IBIEC. For example, Figure 10 from 
Williams et al. (1985a) shows the dependence of IBIEC on nuclear energy de
position at the interface. In Figure 10a, the RBS/channeling spectra show that for 
1.5 MeV Ne ions at 318oC the extent of regrowth is linear with dose for this



MfM 52 Ion-Beam Modification Issues 241

Figure 10. (a) RBS/channeling spectra from a silicon sample (with a pre-amorphised layer) held at 
318°C and irradiated sequentially with 1.5 MeV Ne ions at dose increments of 3 x 10*6 cm-2. The 
open circles data show the spectrum corresponding to the pre-existing amorphous layer, (b) IBIEC 
growth normalised to a Ne dose of IO16 cm-2 as a function of nuclear stopping power (Sn) for 
different substrate temperatures. After Williams et al. (1985a).
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irradiation situation, where the nuclear energy deposition is relatively constant at 
the interface as regrowth proceeds. In Figure 10b, IBIEC growth is plotted as a 
function of nuclear energy deposition at the interface (Sn) for Ne ion irradiation 
at 4 temperatures. Here, three Ne ion energies were used (0.6, 1.5 and 3 MeV) and 
the atomic displacements generated by the ion beam at the amorphous-crystalline 
interface (Sn) were obtained from simulations using the TRIM code (Ziegler et 
al., 1985). The IBIEC rate is observed to scale with the nuclear energy deposition 
at the interface. This result strongly suggests that long range diffusion of defects 
from the amorphous or crystalline sides of the interface do not contribute signifi
cantly to IBIEC but does not rule out short range diffusion, an issue we return to 
later.

The IBIEC growth rate is also found to be significantly different for different 
substrate orientations (Priolo et al., 1989b; Cannavo et al., 1986; Maher et al., 
1987), where a 2-4 times slower rate is observed for (111) compared with (100) 
orientations. No difference between (100) and (110) orientations is observed for 
IBIEC. These trends are somewhat similar to those found in normal thermally- 
induced epitaxial growth but the scale of the difference is greater for thermal 
epitaxy, where a 25 times difference in rates between (111) and (100) substrates 
is obtained and there is also a 2.5 times difference between (110) and (100) 
substrates (Olson and Roth, 1988). Furthermore, the slower rates of thermally- 
induced epitaxial growth observed in (111) oriented layers are consistent with 
models which suggest that solid phase epitaxy is mediated by bond breaking and 
remaking processes at kinks and ledges on the amorphous-crystalline interface 
(Spaepen and Turnbull, 1982; Williams and Elliman, 1983). Indeed, the interface 
is expected to be resolved into surfaces of minimum free-energy by the formation 
of terraces with a {111} orientation and epitaxial growth proceeds by thermally 
activated atomic rearrangements at energetically favourable kink sites on ledges 
connecting two consecutive (111) terraces, as proposed in the phenomenological 
models of Spaepen and Turnbull (1982) and Williams and Elliman (1983). Rate 
differences arise from the different concentrations of kink sites, depending on the 
interface geometry or orientation. Priolo et al. (1990) have suggested that similar 
processes may account for the IBIEC orientation dependence.

The effects of impurity species on IBIEC are also qualitatively similar to those 
observed for thermal epitaxy (Olson and Roth, 1988; Kennedy et al., 1977; Poate 
et al., 1987). For example, slow diffusing electrically active dopants, such as B and 
P, are observed to enhance the IBIEC growth rate (Priolo et al., 1990), whereas 
species such as oxygen, that form strong bonds with silicon, are observed to retard 
the rate (Priolo et al., 1989a). However, the magnitudes of the rate changes are 
considerably smaller than those observed for thermal epitaxy, again suggesting
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Figure JI. (a) Channeling spectra showing the difference in regrowth thicknesses among four dif
ferent ion species (Au, Ag, Ge, and Si) at 3.0 MeV. Irradiation doses were adjusted to provide 
the same total nuclear energy deposition (800 eV per atom) to the initial amorphous/crystalline 
interfaces, (b) Normalised regrowth rates as a function of defect generation rate for five ion species 
(C, Si, Ge, Ag, and Au) at three energies (1.5, 3.0, and 5.6 MeV) with two dose rates (2 x 1012 and 
5 x 1012 cm-2 s"1 ). After Kinomura et al. ( 1999).
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that the lower temperatures of IBIEC growth may not achieve thermal equilib
rium behaviour (Priolo and Rimini, 1990). Priolo and Rimini (1990) have also 
reviewed the IBIEC behaviour of fast diffusing species, such as Au and Ag, and 
again noted the similar tendency for such impurities to strongly prefer to remain in 
the amorphous phase as growth proceeds. This leads to segregation at the moving 
amorphous-crystalline interface. IBIEC allows such segregation phenomena to be 
studied at low temperatures, where the interface velocity can exceed the impurity 
diffusivity in the amorphous phase (Poate et al., 1988). These intriguing impurity 
segregation effects are not further treated in this paper, which concentrates more 
on the mechanisms of IBIEC.

Although studies of the energy and depth dependence of IBIEC growth, such 
as that in Figure 10, indicate that the IBIEC rate scales with nuclear energy de
position, such scaling across widely different ion masses does not occur. Indeed, 
ion mass effects were appreciated early (Linnros et al., 1988a), but only relatively 
recently have they been quantified in terms of an influence of cascade density on 
IBIEC rate (Kinomura et al., 1999). Furthermore, a small ion flux dependence 
of IBIEC (Linnros et al., 1988a, 1988b) was also found in early studies and 
the scale of this effect has only recently been examined over a wide flux range 
(Kinomura et al., 1999; Heera et al., 1993). Such mass effects, which illustrate the 
role of cascade density on IBIEC, and flux effects, which indicate the interaction 
times of defects contributing to IBIEC, are illustrated in Figure 11, taken from the 
work of Kinomura et al. (1999). Figure 1 la shows RBS/channeling spectra that 
illustrate the mass dependence of IBIEC. Here 3 MeV Au, Ag, Ge and Si ions 
were used to irradiate an amorphous silicon layer of about 2000 Å in thickness on 
a silicon (100) substrate. Different doses were chosen to provide the same total 
nuclear energy deposition at the amorphous-crystalline interface and MeV ions 
were chosen to provide a near constant energy deposition at the interface during 
IBIEC growth. It is clear from Figure 1 la that the regrown thickness increases 
with decreasing ion mass, even though the total nuclear energy deposition is 
similar for each ion within the range of the measured depth. This clearly shows 
that, at the same average ion flux, the rate of nuclear energy deposition, or the 
cascade density, clearly influences IBIEC. Another effect observed by Kinomura 
et al. (1999) was a flux dependence, whereby higher fluxes of the same ions under 
otherwise identical conditions resulted in less regrowth. This is again consistent 
with the observation that the rate of nuclear energy deposition influences IBIEC. 
Figure 1 lb plots the IBIEC regrowth rate (normalised to constant nuclear energy 
deposition at the interface) as a function of defect (ie vacancy) generation rate 
at the interface for five ion masses, four ion energies and two fluxes at 350°C. 
The defect generation was calculated using TRIM (Ziegler et al., 1985). Note that 
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the defect generation rate varies over more than 4 orders of magnitude from C 
to Au and the normalised growth rate for C is about 4 times that of Au under 
these conditions. A similar dose rate dependence for 300 keV ions has also been 
demonstrated by Linnros and Holmen (1986) and Heera et al. (1993). Further
more, Heera et al. (1995) proposed a diffusion limited model to explain IBIEC, 
where the regrowth thickness, normalised to dose, was proportional to ion beam 
current to the —1/4 power. Kinomura et al. (1999) have extended this treatment 
and the solid curve in Figure 1 lb is a fit to the equation

'•d = cg’l/4, (1)

where rd is the regrowth thickness normalised to the number of displacements, c 
is a constant and g is the defect generation rate. The curve is a good fit to the data 
points for the conditions employed in Figure 1 lb but, as we show below, it does 
not fit particularly well to more extended dose rate data.

As indicated in Figure 11 b, there are two parameters that conveniently change 
the defect generation rate, namely ion mass and ion flux. Figure 1 lb would appear 
to indicate that these different ways of changing defect generation rate, by alter
ing cascade density (instantaneous displacement density within a single collision 
cascade) and ion flux (which changes the average time between the spatial overlap 
of subsequent cascades), have similar effects on IBIEC. However, Kinimora et al. 
(1999) subsequently varied the ion flux for similar mass ions over a wide range 
and found that cascade density and ion flux changes do not give identical changes 
to IBIEC rates. These results are shown in Figure 12a for Au and Ag ions, where 
the IBIEC rate seems to vary linearly with defect generation rate rather than the 
proposed Heera et al. (1995) fit. These data suggest that cascade size and ion 
flux give rise to separate influences on IBIEC rate, in addition to their common 
influence on defect generation rate, as we discuss more fully below. In Figure 12b 
we illustrate another case where more extensive recent data provide further insight 
into IBIEC processes. These data show that the apparent activation energy of 
IBIEC extracted from temperature dependent studies can vary from 0.18 to 0.4 eV, 
depending on ion mass. We also discuss the significance of these observations in 
the discussion of IBIEC mechanisms in Section 3.4.

3.3. IBIEC and Early Channeling Studies

A further series of observations relate to the influence of channeling of the inci
dent ion beam on IBIEC rate. Experiments under channeling conditions can, in 
principle, help to clarify where the defects that influence IBIEC are generated, 
since channeling allows selective reduction in the number of defects produced 
in the crystalline region. However, in the early measurements using channeling
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Figure 12. (a) Dose rate dependence of IBIEC for 3.0 MeV Au and Ag compared with the fitting 
curve of Figure 11 b (solid curve), (b) Temperature dependence of IBIEC regrowth rates normalised 
to the number of displacements for 3.0 MeV Si, Ge and Au with a dose rate of 2 x 1012 cm-2 s_1. 
After Kinomura et al. (1999).
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(Williams et al., 1985b; Linnros and Holmen, 1986; Elliman et al., 1986), the 
interpretation of the results has not been conclusive, mainly because it was dif
ficult to estimate the exact number of point defects generated in the crystalline 
region, particularly after an ion beam had traversed an amorphous layer before 
entering the crystal. In cases of a surface amorphous layer and the incident beam 
aligned with a channeling direction in the underlying crystal, the IBIEC rate ap
peared to be reduced in some cases (Linnros and Holmen, 1986) and not in others 
(Williams et al., 1985b). The multiple scattering of the beam in the amorphous 
layers was suggested as a reason for such differences and hence defects migrating 
short distances to the interface from the crystalline side of the interface may still 
play a role in the IBIEC process (Linnros and Holmen, 1986). However, other 
studies, where no channeling effect was observed for surface amorphous layers 
(Williams et al., 1985b; Elliman et al., 1986), suggested that defects created away 
from the interface on the crystalline side played no role. Experiments with buried 
amorphous layers and measuring IBIEC rates under channeling conditions were 
more conclusive (Williams et al., 1985b; Elliman et al., 1986). A large reduction 
in IBIEC growth rate was observed for the near-surface interface of the buried 
layer (40-100%), compared with a random case. However, again such results were 
interpreted differently (Williams et al., 1985b; Priolo and Rimini, 1990; Elliman 
et al., 1986) to argue for either a role of mobile defects from the crystalline side 
or, alternatively, displacements produced exactly at the interface, as the main con
tribution to IBIEC. A more recent example of the channeling effect on IBIEC for 
a buried amorphous layer is shown in Figure 13 (Williams et al., 2000). Here, 
the regrowth differences are compared for channeled and random irradiations of 
an initially 1000 Å amorphous layer with 2 MeV C ions at 320°C to a dose of 
1.2 x 1016 cm-2 in each case. Clearly, the front interface under channeling grows 
only 60% of that under random alignment, whereas the rear interface appears 
to show no differences between the two irradiations. The authors of this study 
(Williams et al., 2000) argued that, if mobile defects from the crystalline side 
were dominating IBIEC, then a much larger effect should have been expected. 
This conclusion is based on the difference in the magnitude of the nuclear energy 
deposition in the crystal between channeling and random alignments (whereby the 
channeled value is only about 5-10% of the random case). However, it was also 
argued that more detailed simulations would be necessary before a more precise 
determination of the origin of defects responsible for IBIEC could be made, as we 
illustrate in Section 4.
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Figure 13. Random and channeled IBIEC regrowth extracted from RBS/channeling spectra (1.8 
MeV He ions) for a 1000 Å amorphous silicon layer buried about 1000 Å below the surface. 
The data has been corrected for channeled He energy loss effects. The 2 MeV C ion dose was 
1.2 x 1016 cm-2 in both random (filled circles) and channeled (open circles) cases. After Williams 
et al. (2000).

3.4. IBIEC Models

Priolo and Rimini (1990) have given an overview of various models to explain 
IBIEC observations up to about 1990. An early proposal suggested that anneal
ing processes, which occur in the quenching of thermal spikes that overlap the 
amorphous-crystalline interface, were responsible for IBIEC (Kachurin, 1980). 
In addition, minimum free energy arguments and differences in free energy of 
amorphous and crystalline silicon have also been used to explain the tempera
ture dependence of ion-induced amorphisation and crystallisation (Atwater et al., 
1988). However, such proposals do not address many of the observations and fail 
to suggest the “defects” that may stimulate IBIEC. Furthermore, vacancies were 
suggested by several authors (Linnros et al., 1988a; Lulli et al., 1988; Nakata et 
al., 1981) as the prime defect involved. Firstly, the similarity of the initial activa
tion energy of IBIEC (around 0.3 eV) to that of vacancy migration led Linnros 
et al. (1988a) to propose that migrating vacancies, produced athermally by the 
ion beam, mediated IBIEC, whereas, if the temperature was lowered, then the 
increased stability of divacancies, with a dissociation energy of 1.2 eV, may cause 
amorphisation at the interface. This two-defect model qualitatively explains both 
the layer-by-layer amorphisation and IBIEC processes but presupposes the migra
tion of such defects in crystalline silicon to the interface. Other defects proposed 
to mediate IBIEC are (charged) kinks (Williams et al., 1985b; Priolo and Rimini, 
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1990) and dangling bonds (Mosley and Paesler, 1984) that are formed athermally 
by the ion beam directly at the interface. A difficulty with a single defect model is 
the fact that the apparent activation energy of IBIEC has been shown to vary from 
about 0.18 to 0.4 eV (see Figure 12b), which led Kinomuraet al. (1999) to suggest 
that the rate limiting effect in IBIEC may involve several different defect-mediated 
processes, depending on the cascade density at the interface and the temperature. 
This proposal does not necessarily preclude kinks or other specific interface de
fects as the final step in the IBIEC process, but rather suggests that more complex 
defect processes may be involved in the annealing of dense cascades before dis
crete kinks are formed. A particular concern of vacancy models is that there is 
now considerable weight to arguments suggesting that defects produced right at 
the interface dominate IBIEC, as we illustrate more clearly in Section 4.

Another explanation for both layer-by-layer amorphisation and IBIEC is due to 
Jackson (1988), who developed an intracascade model in which each ion penetrat
ing through the interface creates a disordered zone. Subsequent local interaction 
between defects in this zone can either lead to amorphisation or crystallisation. 
The onset of either amorphisation or crystallisation is controlled by a rate equation 
in which the net rate of interface movement, R, is given by the difference between 
a crystallisation term, Rx, and an amorphisation term, Rà, according to:

(2)

where x is the distance of interface motion and is the ion beam dose. The 
amorphisation term can be written as Ra = Va(p, where Va is the volume of 
the amorphous zone created by a single ion. Crystallisation arises when defects 
produced by the ion beam annihilate in pairs at the interface. The simplicity of the 
Jackson model is attractive but it does not adequately account for ion mass and 
flux effects. Indeed, no single model appears to adequately explain all observa
tions. We now move on to more recent channeling measurements and simulations 
that address more directly the origin of defects that influence IBIEC.

4. Cascade Effects on IBIEC: Observations and Interpretation

4.1. Experimental Observations

In this section, we present more detailed results of IBIEC rates obtained with 
random and channeled incident beams (Azevedo et al., 2002). In this study the 
recrystallisation rates of both surface and buried amorphous layers were studied 
with high resolution by in situ time resolved reflectivity (TRR) and ex situ RBS 
analysis.
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Figure 14. (a) Experimental reflectivity traces, as a function of dose, for 7 MeV Au ions irradiating 
a surface amorphous layer in silicon. The solid and dashed lines correspond to the random and chan
neling irradiations, respectively, (b) Depth of the interface as a function of the ion dose, (c) IBIEC 
rates for channeling (solid symbols) and random (open symbols) cases as a function of the interface 
depth. The solid line corresponds to MARLOWE calculations for the number of vacancies produced 
per ion per Å at the interface. After Azevedo et al. (2002).

In Figure 14, we present the results for surface amorphous layers in silicon 
irradiated under both random and channeling conditions (Azevedo et al., 2002). 
The experimental TRR traces for random (dashed line) and channeling (solid line) 
cases are plotted in panel (a). Note that for TRR from silicon using a 6328 Å laser, 
every 330 Å traversed by the interface corresponds to an oscillation between a 
maximum and a minimum of the reflectivity. Our results clearly indicate a reduc
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tion of the recrystallisation rate under channeling bombardment. This difference 
can be better appreciated by an examination of panels (b) and (c), where we 
plot, respectively, the interface depth as a function of the irradiation dose and 
the 1BIEC rate as a function of the interface depth. These curves indicate that the 
magnitude of the channeling effect on interface motion is quite small in this case. 
For example, the maximum difference in the interface depths is of the order of 
80 Å, whereas the IBIEC rate for channeling implants is only 20% smaller than 
the rate observed for random implants.

Unlike the results presented above, in previous measurements of IBIEC in
duced by 1.5 MeV Ne+ (Williams et al., 1985a, 1985b) and 2.0 MeV C+ 
(Williams et al., 2000) (see Figure 13) in samples consisting of an amorphous 
silicon surface layer, no channeling effect was observed. The lack of channeling 
effect was interpreted by Williams et al. (1985a) as evidence that displacements 
produced exactly at the interface were responsible for IBIEC. However, in these 
experiments the interface movement was monitored by RBS/channeling with 
alpha particles with energies between 1.5 and 1.8 MeV. Hence, limited depth 
resolution (even in the glancing angle backscattering geometry) of RBS (see 
Figure 13), means that RBS will not detect 20% reduced IBIEC growth under 
channeling conditions when this difference is of the order of the depth resolution.

In Figure 15, we present results of IBIEC for buried amorphous layers in 
silicon (Azevedo et al., 2002). In this case, the simultaneous movement of 
two amorphous-crystalline interfaces produces complicated patterns on the TRR 
traces, making their interpretation less evident than in the case of surface amor
phous layers. For the sake of clarity, we only present IBIEC results extracted 
from RBS analysis of samples irradiated with increasingly higher doses. Panel 
(a) displays the RBS spectra for the buried layer before irradiation (solid line) 
and after 3 x 1015 Au/cm2 random and channeling bombardments (squares and 
circles, respectively). Again, a clear channeling effect is observed. This difference 
is better quantified by an inspection of panel (b), where we plot the position of the 
amorphous-crystal interfaces as a function of the ion dose. It is apparent in this 
figure that the deeper interface (circles) advances at the same rate (281 ± 10 Å and 
274± 14 Å per 1015 ions cm-2) for channeling and random implants, respectively. 
However, the shallower interface (squares) advances much faster in random irra
diations than in channeling cases (262 ± 10 Å and 124 ± 5 Å per 1015 ions cm-2, 
respectively). A similar channeling effect was reported by Linnros and Holmen 
(1986) for IBIEC in buried layers induced by 300 keV N and Ne beams and by 
Williams et al. (2000) in experiments with a 2 MeV C beam.
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Figure 15. (a) RBS spectra for a buried amorphous layer irradiated with 1.6 x 1015 Au cm-2. The 
solid line is the spectrum for the buried layer before the irradiation. Symbols (squares and circles) 
correspond to the random and channeling irradiations, respectively, (b) Position of the interfaces 
as a function of dose. Open and solid symbols correspond to channeling and random irradiations, 
respectively. After Azevedo et al. (2002).

4.2. Comparison with Simulations

The IBIEC growth data presented above are now compared with the results 
of computer simulations of collision cascades (atomic displacements). For the 
simulations, all displacements (point defects), both in random and channeled 
alignments, were calculated with the aid of the MARLOWE code (Robinson and 
Torrens, 1974; Robinson, 1990). MARLOWE has been specifically developed 
for the simulation of atomic displacements in both amorphous and crystalline 
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solids. The code is based on the binary collision approximation (BCA) (Azevedo 
et al., 1999) to construct particle trajectories. The atomic scattering is governed 
by screened potentials, such as ZBL (Ziegler et al., 1985) and Molière (1947). 
Thermal vibrations are simulated by a random gaussian distribution of the lattice 
atoms around their equilibrium positions, with amplitude given by the Debye- 
Waller (Eckstein, 1991) model. In the simulations performed here, we have used 
version 13c of the MARLOWE (Robinson, 1990) code with a ZBL potential to 
describe the Au-Si and Si-Si interactions and 490 K for the value of the silicon 
Debye temperature, in accordance with the results of references (Azevedo et al., 
1999; Dy go et al., 1992; Hobler et al., 1996).

Figure 16a displays the result of MARLOWE calculations for a 300 Å surface 
layer (Azevedo et al., 2002). A reduction in the number of vacancies produced 
per ion per Å (jf) in the crystalline region is apparent, even for random bom
bardments. This feature can be explained as follows. Even though the nuclear 
energy dissipation occurs mainly in cascades initiated by high energy primary 
knock ons, the average energy transferred to a silicon target atom by 7 MeV Au 
ions is of the order of 0.5 keV only. Such low energy primary knock-ons have 
a large critical angle for channelling (of the order of several degrees) and hence 
the number of displacement collisions that they initiate in crystalline silicon is 
less than in amorphous silicon. This explains the reduction of ri in the crystalline 
region, even for a random orientation of the beam. Additional simulations show 
that the value of r] in the crystalline region (Figure 16a) corresponds to the value 
predicted by MARLOWE for a random irradiation in a crystalline target without 
a surface amorphous layer. Furthermore, when the Au beam is aligned with the 
(100) channeling direction in the underlying crystalline silicon, the number of va
cancies generated at the interface and within the crystalline region is lower than for 
the random case. Its also interesting to note that, under channeling conditions, rj 
is slightly reduced in the amorphous region, in comparison with random implants. 
Simulations show that this difference is reduced as the thickness of the amor
phous layer is increased. This latter observation implies that cascades initiated in 
the crystalline region can produce displacements in the amorphous region, even 
though it is closer to the surface. A comparison of the experimentally observed 
~20% lower IBIEC rate for channeling beam alignment with the simulation data 
in Figure 16a, indicates that the scale of difference between channeled and random 
IBIEC rates is most consistent with vacancies produced precisely at the interface 
than with vacancies produced in the amorphous or crystalline regions.

Figure 16b displays the results of simulations for a buried layer in silicon with 
the same configuration as those we have used in our experiments. It is apparent 
that, for channeling implants, // is strongly reduced in the crystalline region near to
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Figure 16. Point defect profiles calculated with MARLOWE for channeling (dashed lines) and 
random irradiations (solid lines) in surface and buried amorphous layers shown in upper and lower 
panels, respectively. After Azevedo et al. (2002).

the surface, as one might expect. However, only a small reduction of r] is observed 
after the deeper interface. These features can be explained by the same arguments 
utilised above to explain the results for surface layers. Therefore, the most im
portant feature displayed in Figure 16b is that, assuming IBIEC is controlled 
by point defects generated at the amorphous-crystalline interface, MARLOWE 
predicts a large channeling effect at the front interface and a very small effect 
at the back interface, consistent with our experimental data for a buried amor
phous layer. Furthermore, the scale of the experimental IBIEC reduction under 
channeling conditions (~50%) appears to best correlate with the relative num-
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ber of vacancies produced at the front interface (Figure 16b), rather than in the 
amorphous-crystalline regions, as we discuss below.

The solid line in Figure 14c corresponds to the predictions of MARLOWE 
for ri at the amorphous-crystalline interface. As can be readily observed, rj drops 
quickly as the interface approaches the surface. This feature is a result of the 
reduction in the cascade density for shallow depths and the experimental IBIEC 
rates (y) display a similar trend. However, y is clearly steeper than // when 
the thickness of the amorphous layer is smaller than about 500 Å. The same 
dependence of y with the thickness of the amorphous layer has been observed 
in previous experiments with 5 MeV Au (Kinomura et al., 2001) and 7 MeV 
I (Heera et al., 1995) ions, and this effect was attributed to diffusion of point 
defects in the amorphous layer. However, this proposal is not consistent with 
our channeling data, particularly the large front interface effect. We suggest that 
other effects could be responsible for this behaviour and for the discrepancies with 
MARLOWE predictions. For example, it has been demonstrated previously that 
the IBIEC rate is affected by defect interactions within individual cascades (i.e. 
the cascade density) as well as by defect interactions between cascades (Kinomura 
et al., 1999). This suggests that the observed thickness dependence of y could be 
related to a distortion of the point defect profiles at the interface when the interface 
is close to the surface, due to cascade density differences and cascade interactions, 
rather than being related to point defect diffusion. Furthermore, Kinomura et al. 
(2001) have demonstrated that oxygen impurity atoms recoiling from the surface 
native oxide contribute partially to a decrease in the IBIEC rates close to the sur
face. Therefore, the comparison of MARLOWE predictions with the experimental 
results for shallow surface amorphous layers is not straightforward.

In order to more precisely determine the origin of the defects that control 
IBIEC, we will compare the ratio between the channeling and random IBIEC 
rates (T = ydyr} to the ratio between the corresponding simulated defect profiles. 
Proceeding in this way, in particular for shallow surface layers, the chemical con
tamination and cascade interaction effects are cancelled out. As indicated earlier, 
an examination of our simulation results indicate that the observed channeling 
effect can be better quantitatively explained by assuming that defects produced at 
the interface control the IBIEC process. From our results for amorphous layers, 
we can exclude defects coming from the amorphous region since the simulations 
show that T] is reduced by only ~5% (surface layer) or 10% (buried layer) in that 
region while the observed channeling effect is of the order of 20% and 50% for 
surface and buried layers, respectively. On the other hand, the simulations for a 
buried layer indicate that defects produced in the crystalline region are not likely 
to be participating in IBIEC, since the simulations predict a 90% reduction of
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Figure 17. Ratio of z/c/^r between the experimental growth rates and the calculated displacements 
at the interfaces. Upper and lower panels depict results for surface and buried layers, respectively. 
Adapted from Azevedo et al. (2002).

rj in the crystalline region close to the surface, while the observed channeling 
effect is of the order of 50%. In Figure 17, adapted from the data of Azevedo et 
al. (2002), we present the ratio T between the experimentally determined IBIEC 
rates under channeling and random conditions, compared to the ratio between 
the corresponding calculated defect levels (ï]c/r/r) at the amorphous-crystalline 
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interface. As can be observed, the magnitude of the experimentally determined T 
is in good agreement with MARLOWE calculations for the ratio ric/r]r. Therefore, 
combining all experimental and simulation comparisons, we conclude that defects 
produced at or very near the amorphous-crystalline interfaces are most likely to 
control IBIEC. Although the precise interface defect controlling IBIEC is not 
revealed by these results, the data is consistent with any crystallisation-enabling 
defect, such as a kink, produced at the interface by the ion beam.

5. Some Answered and Unanswered Questions

In terms of disorder, defect generation and amorphisation in silicon, a reasonable 
qualitative description of observed phenomena exists. For example, for a given 
ion at fixed fluence and flux (or temperature and flux), it is possible to model the 
observed build up of disorder with temperature (fluence). It is also possible to 
model the accumulation of interstitial-based defects, located mostly near the ion’s 
end-of-range, that evolve into line defects and loops on annealing. In contrast, 
a vacancy excess exists towards surface, evolving into voids on annealing. It is 
also known that mobile defects are gettered to and trapped at pre-existing defects 
and at the surface both during irradiation at elevated temperature (leading to the 
local nucleation of amorphous layers) and during subsequent annealing (leading 
to defect accumulation away from the depth of the maximum in nuclear stopping 
power).

The key deficiency in our understanding of ion-induced disorder and amorphi
sation relates to the lack of availability of quantitative models (with predictability) 
to treat defect accumulation and evolution. Available quantitative models (e.g. 
kinetic Monte Carlo and MD simulations) are only partially successful at best at 
describing observations when dynamic annealing is important during irradiation. 
Similarly, models of defect evolution on annealing are also not quantitative in 
most cases, since they rely on a precise knowledge of little-known defect parame
ters such as concentration and activation energies for defect formation, migration 
and annihilation. Defect gettering to and trapping at other defects can often con
trol disorder accumulation and amorphisation behaviour but few data and models 
exist to describe such processes. Finally, a major unknown involves how cascade 
energy density determines defect generation and residual disorder. For example, 
amorphisation is not scalable with ion mass and flux and appears to depend in a 
complex manner on cascade density as well as instantaneous and average defect 
generation rates.

In terms of ion beam induced epitaxial crystallisation, there are several fea
tures of the phenomenon that are known and work well. For example, there is 
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now strong evidence that the process is driven by atomic displacements at the 
amorphous-crystalline interface. The Marlowe simulation code that calculates 
atomic displacements for random and channeled ion irradiations can successfully 
predict the effect of channeling on IBIEC growth (ie linear scaling of growth rate 
with atomic displacements at the interface) for individual ion species. The ex
cellent agreement of simulations with experiment, suggests that individual values 
used in the simulations are accurate, such as nuclear energy deposition, atomic 
displacement distributions for random and aligned irradiations, as well as multiple 
scattering through amorphous layers and associated angular spreads.

The issue that is not understood at all well is the effect of cascade density on 
IBIEC. For example, the dependence of IBIEC on ion mass has no understandable 
scaling and the trends are the exact opposite to those for the ion mass dependence 
observed for amorphisation. Finally, if the driving force for IBIEC is atomic dis
placements at the amorphous-crystalline interface then the interface “defects” that 
mediate IBIEC are not known.
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Abstract

Experimental investigations of ion tracks produced with energetic heavy 
projectiles in the electronic energy loss regime are reviewed. Focusing on 
amorphisable insulators as target material, we present an overview of track 
phenomena such as the dependence of the track size on energy loss and 
beam velocity, the critical energy loss for track formation, and damage 
morphology along the ion tracks. Different characterization techniques 
for track dimensions are compared including direct, e.g. microscopic 
observations, as well as quantification of beam-induced damage. In the second 
part, we present a theoretical description of track formation based on an 
inelastic thermal spike model. This thermodynamic approach combines the 
initial size of the energy deposition with the subsequent diffusion process
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in the electronic subsystem of the target. The track size, resulting from the 
quench of a molten phase, is determined by the energy density deposited on 
the atoms around the ion path. Finally, we discuss the general validity of this 
model and its suitability to describe tracks in non-amorphisable insulators.
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1. Introduction

When swift heavy ions penetrate matter they create electronic excitations. In 
many solids, this process results in the formation of cylindrical damage zones, 
so-called ion tracks. Since their discovery in the late 50s of the last century 
(Young, 1958; Silk and Barnes, 1959), the understanding of track formation has 
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largely improved mainly due to dedicated irradiation experiments at large ac
celerator facilities for heavy ions developed in the 80s. Ion-induced material 
modifications and track studies were performed for crystalline (Iwase et al., 
1987; Dufour et al., 1993b; Dunlop et al., 1994) as well as amorphous metals 
(Klaumünzer et al., 1986; Hou et al., 1990; Audouard et al., 1991), semi
conductors (Levalois et al., 1992; Wesch et al., 2004; Szenes et al., 2002), 
ionic insulators (Schwartz et al., 1998; Trautmann et al., 2000a), and numerous 
oxide materials (Fuchs et al., 1987; Studer and Toulemonde, 1992; Meftah et 
al., 2005). Although a large amount of experimental data is now available, sev
eral important issues are still not clarified such as damage and track formation 
in semiconductors (Wesch et al., 2004), the different response of amorphisable 
(Toulemonde et al., 1987; Toulemonde and Studer, 1988) and non-amorphisable 
insulators such as ionic crystals (Khalfaoui et al., 2005; Trautmann et al., 2000a), 
or the role of internal and external pressure (Trautmann et al., 2000b; Glasmacher 
et al., 2006; Rizza et al., 2006). Finally, there is the open question, which model 
(Chadderton and Montagu-Pollock, 1963; Seiberling et al., 1980; Fleischer et al., 
1975; Bringa and Johnson, 2002) is suitable to describe existing track phenomena.

The aim of this paper is not to present a complete overview of the present 
track knowledge for all different material classes, but we rather restrict the discus
sion to inorganic amorphisable insulators and consider the following two aspects: 
(1) Observation of track radii and damage cross sections and (2) the description 
by the inelastic thermal spike model. In the first section we discuss the energy 
deposition of energetic projectiles in a solid, in particular the density of the en
ergy initially transferred to the target electrons. Section 3 describes experimental 
methods typically used to determine track radii and the electronic energy loss 
threshold for damage creation. The important role of the velocity of the incident 
ion on those two parameters is indicated. Section 4 gives a summary of the spe
cific signatures and the present knowledge of tracks in amorphisable insulators. 
Section 5 shows how different aspects of track formation such as track size, for
mation threshold, and the projectile velocity effect are described by the inelastic 
thermal spike model. The conclusions finally resume the main features observed in 
amorphisable materials and point out questions concerning the specific response 
of non-amorphisable materials.

2. Electronic Energy Loss of Swift Ions and Energy Density

When a swift heavy ion of MeV to GeV energy penetrates a solid, the slowing 
down process is dominated by interactions with the target electrons (electronic 
energy loss) whereas slower projectiles of keV energy mainly undergo direct
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Figure 1. Electronic energy loss (5e) versus specific energy for different monoatomic ions and for 
Côo cluster projectiles in YßFesO^ target as calculated with the SRIM2003 code (for energies 
below 0.1 MeV/u, these Se values probably contain large uncertainties).

elastic collisions with the target atoms (nuclear energy loss). In the following we 
concentrate on specific aspects related to electronic stopping processes.

The electronic energy loss (Se) depends on the charge state and the veloc
ity of the projectile (see contribution by Sigmund, this volume) (Biersack and 
Haggmark, 1980; Huber et al., 1990; Sigmund and Schinner, 2002) typically 
given as specific energy, Ep, in MeV per nucleon (MeV/u). When an acceler
ated particle moves through a solid, it strips off those orbital electrons that are 
slower than the projectile velocity and acquires an equilibrium charge state Z*. 
Most accelerator facilities deliver ions of charge states lower than Z*, and the 
energy loss at the sample surface thus differs from tabulated Se values given e.g. 
by the SRIM code (Ziegler, 1999). Experimentally, the equilibrium charge state 
can easily be obtained by inserting a thin stripper foil (e.g. carbon) in front of the 
target (Betz, 1972).

Figure 1 shows the electronic energy loss as a function of specific energy 
for different projectiles and yttrium iron garnet as target. For a given ion, the 
maximum energy loss is obtained at the so-called Bragg peak (at ~0.5 MeV/u for 
carbon and ~5 MeV/u for uranium). Using cluster beams of Côo projectiles, 5e 
values even higher than for uranium ions can be obtained, because the energy loss 
of a C60 cluster is in good approximation equal to the sum of the electronic energy 
loss of the 60 carbon constituents (Baudin et al., 1994).
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Figure 2. Left: Fraction of energy deposited on the electrons of a YßF^O^ target as a function 
of the radial distance from the ion trajectory. The calculations assume cylindrical geometry and 
are based on Monte Carlo simulations. Right: Absorption radius ae defined as a cylinder radius in 
which 0.66 of the electronic energy loss is deposited as a function of beam velocity for different 
insulators.

Figure 1 also shows that a certain Se value can be reached for a given ion 
either below or above the Bragg peak (see dashed line, e.g., Xe at 0.2 MeV/u 
and 60 MeV/u) or for different ion species (e.g., Kr at 17 MeV/u and Xe at 
60 MeV/u). Although the nominal Se is the same, there is a significant differ
ence given by the deposited energy density (“velocity effect”). The target volume 
in which Se is deposited depends on the maximum energy transfer to electrons 
which increases with beam velocity. The relative radial distribution of the energy, 
deposited on the electrons, is estimated by means of Monte Carlo simulations 
(Waligorski et al., 1986) that follow the evolution of the energy in the electron 
cascades (assuming free electron scattering) as a function of space (~1 gm) and 
time (~10-15 to IO“14 s) (Gervais and Bouffard, 1994). Figure 2 (left) shows the 
energy density for different beam energies versus the radial distance from the ion 
trajectory as calculated with an analytical formula derived from MC calculations. 
As criterion we defined an absorption radius of a cylinder in which 0.66 of 
the electronic energy loss is stored on the target electrons. Larger ion velocities 
result in larger values (Figure 2, left). High-velocity ions therefore spread their 
energy into a larger volume leading to a lower energy density. Figure 2 (right) 
presents values versus beam energy for different materials. It should be noted 
that the extrapolation of the analytical formula of Waligorski et al. (1986) to low 
energies (ae < 1 nm) is questionable. In this regime new MC calculations are 
needed.
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Figure 3. Electronic energy loss Se (solid line), absorption radius ae (dotted), and energy density 
(given in eV per atomic volume) (dashed) in the electronic system as a function of specific beam 
energy for a Y3Fe5O]2 target irradiated with U ions.

Combining the absorption radius ae and the energy loss Se allows us to deter
mine the deposited energy density. Figure 3 illustrates the dependence of ae, Se, 
and the mean energy density of the electrons (Sc divided by Ny7ta^ where Ny is 
the atomic density of the target) for the case of Y^Fe^O^ target irradiated with 
U ions. In contrast to Se, the energy density steadily increases with decreasing 
beam energy. If we presume that the energy density in the electronic subsystem 
is transferred to the lattice, low beam energies should allow significant atomic 
motion.

3. Quantification of Damage Cross Section and Track Radius

3.1. Determination of Damage Cross Sections

Material modifications induced by swift heavy ions can be investigated by many 
different techniques. Structural changes, e.g., can be examined by x-ray diffrac
tion (Chailley et al., 1996; Hémon et al., 1997) and by Channelling Rutherford 
Backscattering (Figure 4 left) (Meftah et al., 1993). The creation of defects are 
studied by electrical resistivity measurements (Costantini et al., 1993), UV (ionic 
crystals; Schwartz et al., 1998) or IR (vitreous SiO2; Busch et al., 1992) spec
troscopy. In magnetic materials, the appearance of a paramagnetic phase (Figure 4 
right) (Toulemonde et al., 1987) can be detected by Mössbauer spectrometry. 
Ion-induced volume changes (swelling) are quantified by surface profilometry
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Figure 4. Evolution of special physical properties as a function of fluence for Y^FesO^ targets 
exposed to Xe and Kr ions of different energy and electronic energy loss. Left: The amorphous 
fractions of ion-irradiated crystals are quantified by Channeling Rutherford Backscattering. Center: 
Step height of out-of-plane swelling normalized by the ion range as recorded by profilometry. Right: 
Fraction of ion-induced paramagnetic structure deduced from Mössbauer spectrometry.

(Figure 4 center) (Trautmann et al., 2002) and anisotropic growth by optical or 
electron microscopy (Benyagoub et al., 1992; Klaumünzer et al., 1986). Except 
for Channelling Rutherford Backscattering which probes the damage close to 
the surface and, thus, allows an assignment of the damage to a better defined 
Se value (provided that the ion projectiles used are in equilibrium charge state 
(Toulemonde, 2006)), most of the techniques test bulk samples and thus associate 
property changes with an energy loss averaged along the entire track length.

Ion-induced material changes are typically studied as a function of the ion 
fluence. In the regime of well separated individual tracks, the observed para
meter usually follows a linear function and evolves towards saturation at high 
fluences due to track overlapping. Figure 4 shows the evolution of disorder ob
tained by Channeling Rutherford Backscattering (left), out-of-plane swelling from 
profilometry (center), and the fraction of a paramagnetic phase from Mössbauer 
spectrometry (right) for a YaFesO^ target. Analyzing such a fluence evolution by 
a Poisson law that takes into account overlapping track regions, one can extract the 
damage cross section a and also the radius of the tracks provided that the damage 
is continuous and of cylindrical geometry. With increasing Se the damage cross 
section typically becomes larger (cf. Figure 4 right and left). The absolute value 
of er may depend on the characterization technique (cf. Figure 4 left and center) 
and the kind of modification tested.
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Figure 5. High-resolution transmission electron microscopy images of ion tracks in 
non-amorphisable (top) and amorphisable (bottom) insulators. Top left: Cross section of two tracks 
(a and b) in non-amorphisable SnÛ2 irradiated with Cd ions (9 MeV/u) (Berthelot et al., 2000). 
Close to the border where the sample is extremely thin, the ion projectile created a hole (b). 
Top right: CaF2 irradiated with Bi ions of 10 MeV/u. The arrows indicate the trajectories of 
non-continous facetted defect clusters (Khalfaoui et al., 2005). Bottom left: Cross section of a 
single track of a Pb ion in mica. The amorphous track zone is surrounded by the intact crystal 
matrix (Vetter et al., 1998). Bottom right: Continuous amorphous track region created along the 
trajectory of a Xe ion (~24 MeV/u) in YßFesO^ (Toulemonde and Studer, 1988).

3.2. Direct Determination of Track Radii

In the past, direct measurements of track radii were performed by visualizing 
tracks with Transmission Electron Microscopy (TEM) (Groult et al., 1988; Bursill 
and Braunshausen, 1990; Träholt et al., 1996) and scanning force microscopy 
(Ackermann et al., 1996; Müller et al., 2003; Khalfaoui et al., 2005; Thibaudau et 
al., 1991) or by applying small angle x-ray (or neutron) scattering (Albrecht et al., 
1985; Schwartz et al., 1998; Saleh and Eyal, 2005).

The observation of individual tracks by TEM is limited to samples of small 
thickness (<~ 100 nm) which can be prepared either after or before the ir-
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Figure 6. Height versus radius (half-width at half maximum) of hillocks on a YßF^O^ surface 
irradiated with Xe ions. By extrapolation to height zero, the curvature radius of the scan
ning tip can be extracted. This allows a deconvolution of the hillock diameter and the tip size 
(Khalfaoui et al., 2005).

radiation. The latter case has the advantage that the Se value is well defined 
but special attention should be paid to possible thickness and surface effects 
(Berthelot et al., 2000). If a thick sample is thinned down after beam exposure, 
damage by the thinning process has to be avoided. TEM reveals ion-induced 
changes of the material structure such as amorphous (Groult et al., 1988) or oth
erwise modified (Jensen et al., 1998) tracks embedded in a cristalline matrix. 
Figure 5 shows TEM images of tracks in non-amorphisable SnO2 and CaF2 
crystals and in amorphisable materials such as mica and YßFesO^ garnet.

On the sample surface, high-resolution imaging of individual tracks is 
possible by means of scanning force microscopy. Under suitable condi
tions, each ion impact produces a nanometric hillock (Thibaudau et al., 1991; 
Ackermann et al., 1996). The determination of the height is straightforward if the 
surface roughness is sufficiently small, whereas for the extraction of the hillock 
width (e.g. half width at half maximum) it is necessary to take into account the 
size of the scanning tip (typically of same order of magnitude as the hillock) 
(Müller et al., 2003). Figure 6 presents the height and the diameter of hillocks 
recorded with the same scanning tip. There is obviously a correlation, i.e. hillocks 
with a bigger diameter have a larger height (Khalfaoui et al., 2005).

In contrast to transmission electron and scanning force microscopy, small
angle scattering experiments give information for bulk samples averaging over
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Figure 7. Left: Damage cross sections of tracks in SiC>2 quartz as a function of electronic energy 
loss (Ziegler, 1999). The data are extracted from x-ray diffraction (XRD), Channelling Rutherford 
Backscattering (C-RBS), and swelling measurements. The irradiations were performed using beam 
energies between 1 and 4 MeV/u (Meftah et al., 1994). The lines are linear fits to the experimental 
cross sections. Right: Step height from out-of-plane swelling normalized by the ion range and 
sample curvature as a function of ion fluence of a mm thick quartz sample irradiated with 3-MeV/u 
Kr ions (range ~24 /zm, Se = 11.5 keV/nm) (the lines are guides to the eye).

many tracks along their full length (Schwartz et al., 1998). To deduce track pa
rameters such as size and material density, the analysis requires a more or less 
complex geometrical model of tracks as scattering objects (Albrecht et al., 1985; 
Saleh and Eyal, 2005).

4. Tracks in Amorphisable Insulators 

4.1. Damage Cross Sections

For a small number of solids (e.g. SiO2, Y^FesO^) there exists a rather broad set 
of track data obtained from irradiation experiments with many different ion beams 
and analyzed by various complementary techniques. The track size or the damage 
cross section is typically plotted as a function of the electronic energy loss as 
deduced from the TRIM or SRIM code (Ziegler, 1999) (Figure 7, left). The track 
data for SiO2 quartz were deduced from x-ray diffraction, Channelling Ruther
ford Backscattering, profilometry, and electron spin resonance measurements 
(Meftah et al., 1994; Trautmann et al., 1998; Douillard et al., 1992), and the lin
ear extrapolation yields the same Se threshold of ~2 keV/nm. Also the cross 
sections of the different techniques are in good agreement, except for swelling. 
The smaller swelling cross section is probably linked to stress phenomena. As a 
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consequence of the amorphisation of the quartz, the irradiated volume expands 
and stress builds up at the interface to the underlying non-irradiated substrate. De
pending on the crystal thickness and ion range, the entire sample bends. Figure 7 
right shows the curvature of a thick quartz sample as a function of the fluence. 
In the initial stage of the irradiation, the curvature increases with a high rate. 
Maximum bending occurs around 6 x 1012 ions/cm2, where swelling is still far 
from saturation but a large part of the irradiated volume is amorphised. At that 
stage, stress release becomes easier and with continuing irradiation the bending 
of the sample relaxes (Trautmann et al., 2002). This example demonstrates that a 
complete analysis of the swelling data is rather complex.

Another material for which damage cross sections and Se threshold were 
deduced with different physical characterization techniques is Y3Fe5O]2. Chan
nelling Rutherford Backscattering, Mössbauer spectrometry, and magnetization 
measurements (Toulemonde and Studer, 1988) give consistent track size and 
threshold data, except that the swelling cross section is also smaller (cf. Fig
ure 4 left and center). It remains to be clarified if this is a general property of 
amorphisable solids.

4.2. Comparison of Track Radii from Direct Measurements

Concerning track observations by direct techniques such as transmission-electron 
and scanning force microscopy and small angle x-ray scattering, mica is probably 
the most intensively studied insulator. The track zone in mica is amorphous, and 
the track radii obtained with these three methods show good overall agreement in 
a wide energy loss regime (Figure 8). However due to missing systematic data, it 
is not clear if this finding is universal and applies for all amorphisable crystals.

4.3. Damage Morphology

By combining the information from different techniques (TEM, Mössbauer spec
trometry and chemical etching), the damage morphology of tracks is best investi
gated for Y3Fe5Oi2 garnet (Figure 9) (Houpert et al., 1989). Energetic projectiles 
of small energy loss produce individual spherical defects (of radius ~ 1.6 nm) 
aligned along the ion path. For projectiles with larger energy loss, neighboring 
spherical defects overlap forming a discontinuous damage zone with the same ra
dial size. Once the defects strongly percolate, further increasing of the energy loss 
leads to larger track radii, and the damage becomes more and more continuous and 
homogeneous. The evolution of this damage morphology seems to be a general 
characteristic and independent of the solids (Lang et al., 2004; Villa et al., 1999; 
Liu et al., 2001 ; Gaiduk et al., 2002). The peculiarity of the track morphology has
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Figure 8. Track radii in mica as a function of electronic energy loss obtained by means of trans
mission electron microscopy (TEM), scanning force microscopy (SFM), and small angle x-ray 
scattering (SAXS). All irradiations were performed with beam energies around 11 MeV/u.

to be kept in mind when trying to deduce the track-formation threshold from direct 
track measurements. Due to the discontinuous damage at small energy losses, the 
track diameter remains constant and an extrapolation to R = 0 does not make 
sense.

At present, the discontinuous character of the track damage is not well un
derstood, but it may result from the non-homogeneous energy deposition along 
the ion path since the energy transfer from the incident ion to the target atoms is 
a statistical process (Dartyge and Sigmund, 1985). Spherical defects may also be 
related to criteria responsible for the Rayleigh instability.

4.4. Comparison of Damage Cross Sections and Track Radii

Besides the direct visualisation of tracks, we can also deduce a track radius from 
measurements of the damage cross section ct by Æe = A/°77r- Here, Re corre
sponds to an effective track radius because at small energy losses, as discussed 
above, the track damage deviates from cylindrical geometry and thus Re yields 
values smaller than the diameter of the spherical defects. This is clearly visible 
in Figure 10 (left) where radii (R) from direct measurements by high-resolution 
TEM are compared to effective radii (7?e) deduced from Mössbauer damage 
cross sections. Tracks larger than 2 nm show good agreement between R and 
Rc (Toulemonde and Studer, 1988), whereas Re is smaller than R below Se~10 
keV/nm because of the discontinuity of the damage. Figure 10 (right) shows a
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energy loss (keV/nm)
Figure 9. Damage morphology and track radii as a function of the electronic energy loss deduced 
from high-resolution electron microscopy (Studer and Toulemonde, 1992; Houpert et al., 1989). 
The irradiations of Y3Fe5O]2 were performed with ions of about 15 MeV/u.

Figure 10. Track radii from transmission electron microscopy (full symbols) and effective radii 
(7?e) deduced from damage cross sections (open symbols) as a function of electronic en
ergy loss. Left: Tracks in YßFesO^ for beam energy around 15 MeV/u. R is measured by 
high-resolution TEM (Houpert et al., 1989) and Re is deduced from Mössbauer spectrometry 
(Toulemonde et al., 1987). Right: Tracks in SiC>2 quartz for beam energy between 1 and 4 MeV/u. 
R is measured by high-resolution TEM (circle) (Meftah et ak, 1994) and Ae is deduced from Chan
nelling Rutherford Backscattering (C-RBS, diamonds) (Meftah et al., 1994) and x-ray diffraction 
(XRD, square). The line in both plots is a square-root fit to Re.
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Figure 11. Damage cross sections of tracks in YßFesO^ as a function of electronic energy loss. 
The irradiations were performed with C2-10 clusters (~0.1 MeV/u, full circles) and with ions in 
two different energy regimes (~1 MeV/u and ~15 MeV/u). The damage cross section was deduced 
from Mössbauer spectrometry (open triangles (Toulemonde and Studer, 1988)), high-resolution 
TEM (full triangles (Toulemonde and Studer, 1988) and circles (Jensen et al., 1998)) assuming 
cr = ttR- (restricted to R > 2 nm), and Channelling Rutherford Backscattering (open squares 
(Meftah et al., 1993)). The lines are linear fits to the low-energy and high-energy data group.

similar comparison of direct and indirect determined track radii in SiOi quartz. 
Radii obtained by means of x-ray diffraction and TEM agree well with results 
from Channelling Rutherford Backscattering experiments. Above the electronic 
energy loss threshold, the effective radius of both materials is well fitted by the 
square root of Se (solid line in Figure 10) corresponding to a linear increase of the 
damage cross section (Figures 11 and 7 left).

4.5. Velocity Effect

Evidence for the velocity effect mentioned in Section 2 is given in Figure 11 show
ing damage cross sections as a function of energy loss for different specific beam 
energies. Independent of the characterization technique, the data for high-energy 
ions (~15 MeV/u) group around one line whereas low-energy ions (~1 MeV/u) 
and carbon cluster projectiles (Cn with n = 2-10, ~0.1 MeV/u) group around a 
second line. The track cross sections for high-energy ions are about a factor of 2-3 
smaller compared to the low-energy group. This effect is ascribed to the difference 
in the initial electron energy density. The relation to the beam velocity seems not 
to be linear because the energy density is as small as ~1 eV/at for high-energy
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Figure 12. Electronic energy loss threshold for track formation as a function of specific 
beam energy for 3 different oxides YßFesO^ (Meftah et al., 1993), LiNbOß (Canut et al., 1997; 
Canut et al., 1996; Bentini et al., 2004), and vitreous SiC>2 (Benyagoub et al., 1992; Rotaru, 2004; 
Van Dillen et al., 2003). The lines are the electronic stopping power threshold values versus beam 
energy according to calculations performed with the thermal spike model (see Section 5.4).

ions and about 10 and 100 eV/at for 1-MeV/u monoatomic ions and 0.1-MeV/u 
clusters, respectively.

Also the critical electronic energy loss for track formation is sensitive to the 
beam velocity or energy density as illustrated in Figure 12: The threshold of sev
eral materials becomes smaller with decreasing beam energy (e.g. for LiNbOß the 
threshold shifts from 4.4 keV/nm at 10 MeV/u to 1.7 keV/nm at 0.04 MeV/u). This 
could be a chance for nanotechnology at smaller accelerator facilities providing 
typically ions of lower energy loss.

Another example for damage creation by electronic energy loss in the 
low-energy regime is illustrated in Figure 13 showing Channelling Rutherford 
Backscattering data of SiO2 quartz irradiated with Au ions of ~0.02 MeV/u. With 
increasing beam velocity, the damage rate first decreases (following the evolu
tion of the nuclear energy loss) and then steeply increases above 0.02 MeV/u at 
~1.5 keV/nm (following the electronic stopping). This shows that at rather low 
beam velocities, synergetic effects of nuclear and electronic energy losses may 
play some role for damage creation.
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energy (MeV/u)
Figure 13. Nuclear, electronic, and total energy loss (top) and damage rate (bottom) as a function 
of specific beam energy for SiC>2 quartz irradiated with Au ions and analyzed by Channelling 
Rutherford Backscattering (Toulemonde et al., 2001).

4.6. Summary of Track Observations in Amorphisable Insulators

Assuming that the results described above represent characteristic track prop
erties for amorphisable insulators in general, the following conclusions can be 
made: (1) The specific energy and thus the velocity of the projectiles have a 
direct influence on the energy density deposited to the electrons of a given target. 
The higher the ion velocitiy, the more is the energy smeared out into a larger 
volume around the ion path. Hence for a given ion species and energy loss, the 
resulting damage cross sections and track radii become smaller with increasing 
beam velocity. To avoid misinterpretation, any data comparison should therefore 
only be performed within the same velocity range. (2) Damage cross sections ob
tained with a variety of characterization techniques show good agreement, except 
swelling measurements which yield smaller values. A direct relation between the 
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track radius and the damage cross section is restricted to tracks with continuous 
damage morphology. The critical track radius is of the order of 2 nm. Above this 
value, radii deduced from damage cross sections and from direct e.g. microscopic 
observations are in good agreement. (3) The energy loss threshold for a given 
material appears to be independent of the characterization method (including 
swelling measurements), but it should be extracted only from cross section data. 
Direct radius measurements suffer from the problem that close to the threshold, 
the track fragments into a discontinuous damage trail of constant radius.

5. Model Calculations with the Inelastic Thermal Spike

5.1. Introduction

Since the discovery of ion tracks several decades ago, various efforts have been 
made (e.g. Fleischer et al., 1975; Ithoh and Stoneham, 1998; Chadderton and 
Montagu-Pollock, 1963; Lesueur and Dunlop, 1993; Seiberling et al., 1980; 
Szenes, 1995; Trinkaus and Ryazanov, 1995) in order to give a realistic scenario 
of the complex track formation process and describe quantitatively experimental 
track data in different materials and under different irradiation conditions.

In this section we concentrate on the inelastic thermal spike model that 
tries to establish a link between the initial energy deposition on the elec
trons as described in Section 3 and the resulting damage creation in the lattice 
(Meftah et al., 1994). For many metallic targets, the thermal spike concept has 
been successfully applied predicting track recording metals and quantifying 
threshold values for track formation and the dependence of track radii on the 
electronic energy loss (Dufour et al., 1993b; Wang et al., 1994/1995). In a slightly 
modified version, the same concept is also used for a wide variety of insulators 
(Toulemonde et al., 2000; Meftah et al., 2005).

5.2. The Inelastic Thermal Spike Model

In this model, the electron and the lattice subsystem are included as two coupled 
systems. The kinetic energy of the projectiles is deposited into the electron system 
of the target, where thermalization occurs within about 10“15 s. The hot electrons 
then transfer their energy by electron-phonon coupling to the cold lattice in which 
thermal equilibrium is reached after about 10-13 s (typical time for lattice vibra
tions). The heat diffusion in the electron and lattice subsystem is described by 
the classical heat equations with the electronic energy loss being the heat source 
term. The energy exchange term is given by the product g x (Te — Td) with g 
being the coupling constant and (Te — Ta) the temperature difference between the
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two subsystems. Due to the straight trajectory of energetic projectiles, the two 
differential heat equations are expressed in cylindrical geometry as follows: 

a
dr

- g(Te - Ta) + A(r, t), (la)

1
r

d
dr

+ g(Te-Ta), (lb)

where T, C, and K are respectively the temperatures, the specific heat coefficients, 
and the thermal conductivities of the electronic (index e) and lattice subsystem 
(index a).

Â(r, r) denotes the spatiotemporal energy deposition of the projectile to the 
electron subsystem described by a Gaussian time distribution and a radial distrib
ution F(r) of the delta-electrons according to the Katz model (Waligorski et al., 
1986)

4(r, r) = b5ee"(r-'o)2/2s2F(r). (2)

The initial width of the electron cascade is described by ae (cf., Figure 2 left), and 
the half width 5 of the Gaussian distribution corresponds to the time the electrons 
need to reach thermal equilibrium (Gervais and Bouffard, 1994). The majority of 
the electrons deposit their energy close to the ion path within to = 10“15 s. The 
normalization factor b ensures that the integration of A(r, f) in space and time is 
equal to the total electronic energy loss 5e (Dufour et al., 1993b).

In insulators the values of the thermal parameters of the electronic subsystem 
Ce and Ke = Ce x De (De is the electron diffusivity), are problematic since 
there exist no free electrons. However, according to Baranov et al. (1988), we can 
suppose that hot electrons in the conduction band of an insulator behave like hot 
free electrons in a metal and consequently Ce ~ 1.5kBns, (~1 J cm-3 K_1) where 
kß is the Boltzmann constant and ne the number of excited electrons per atoms 
(~1). De is equal to the product of the electron Fermi velocity and the inter-atomic 
distance (~2 cm2 s-1) (Toulemonde et al., 2000). The electron-phonon coupling 
constant g of insulators is linked to the electron-phonon mean free path À by 
the relation À2 = CeDe/g. When the electronic temperature has cooled down 
to Ta, electrons are supposed to be trapped in the lattice and consequently the 
lattice cooling by cold free electrons is inhibited. The thermodynamical lattice 
parameters of insulators such as specific heat, thermal conductivity, solid and 
liquid mass density, melting and vaporisation temperatures (and corresponding 
latent heat values and sublimation energy) are extracted from experimental data 
available in the literature.
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Figure 14. Left: Experimental track data for LiNbOß irradiated with carbon clusters (CM, n = 6, 8, 
60) (Canut et al., 1996, 1997) and thermal spike calculations (lines) testing different X values. Best 
agreement for the radius dependence on the electronic energy loss is obtained for À = 4.3 ± 0.3 nm 
(Meftah et al., 2005). Right: Experimental radii versus electronic energy loss for ion tracks in SiÜ2 
quartz. A fit value of X = 3.8 ± 0.3 nm in combination with the melting criterion (solid line) gives 
best agreement with experimental data in the entire energy loss regime (Toulemonde et al., 2002). 
The fit fails if the sublimation energy is used as criterion for track formation (dashed line).

5.3. Determination of the Electron Mean Free Path

The two differential heat equations are solved numerically (Dufour et al., 1993a; 
Toulemonde et al., 2000) and give the lattice temperature Ta(r, r) around the pro
jectile trajectory as a function of time (/) and space (r). In the thermal spike model, 
the track size is defined by the radial zone which contains sufficient energy for 
melting (defined by the energy to reach the melting temperature plus the latent 
heat of fusion) (Wang et al., 1994/1995; Meftah et al., 2005). Tracks are formed 
when during subsequent rapid cooling the molten material is quenched. In the 
heat equations (Equations la and lb), À is the only free parameter to be fitted to 
the experimental track radii. A suitable À value has to describe track data in a wide 
range of electronic energy losses and beam velocities. Figure 14 (left) shows as 
example a set of experimental track data in LiNb()< together with thermal spike 
calculations for different À values. It should be emphasized that experimental 
data close to the energy loss threshold (e.g. radii deduced from cross section 
measurements) are important for reliable extraction of the À value.

The dependence of the track radius on the energy loss is rather strongly in
fluenced by the track formation criterion as demonstrated in Figure 14 (right) 
demonstrating that for SiCE quartz, the melting criterion and À = 3.8 gives good 
agreement, whereas no suitable lambda value can be found in combination with 
the sublimation criterion. Such a test was also performed for other amorphisable
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Figure 15. Electron mean free path À from thermal spike fitting as a function of the band gap energy 
for several crystalline oxide materials (Meftah et al., 2005).

insulators revealing that in all cases the melting criterion seems to yield best fit 
results.

Figure 15 presents À values of thermal spike calculations based on the melt
ing criterion obtained by fitting track data for various oxides. The extracted 
values appear to be directly related to the inverse of the band gap energy 
(Toulemonde et al., 2000; Meftah et al., 2005). This evolution is reasonable if we 
consider that the cooling of hot electrons occurs via excitation of peripheral cold 
electrons from the valence to the conduction band which is directly linked to the 
band gap energy (Haglund and Kelly, 1992). More systematic investigations are 
required to show if this relation to the band gap is universal, so that the electron 
mean free path can be deduced for any insulator. In this case, À could be inserted 
in the heat equations as a predetermined parameter.

5.4. Effect of Beam Velocity

In the thermal spike code, the velocity of the ion beam enters via the initial energy 
distribution. The calculations should therefore describe the track radii of ions of 
different velocities using the same À value. An example is shown in Figure 16, 
where the experimental track data (same as shown in Figure 11) for monoatomic 
and cluster projectiles of low and high velocity are well described by thermal spike 
calculations (solid lines) for À = 5 nm. In the calculation, the energy distribution 
of these different beams, characterized by ae, goes into the heat equations via 
F(r) in Equation (2). During the coupling time between the electronic and lattice
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Figure 16. Track radii in YjFesO^ irradiated with projectiles of different velocities (see caption 
of Figure 11) and thermal-spike calculations using a fixed electron-phonon mean free path of 
À = 5 nm but different initial energy distributions. Left: Track radius as a function of electronic 
energy loss. Right: Track radius as a function of mean atomic energy density.

system, ae and the electron-phonon mean free path À contribute to the increase 
of the energy distribution in the lattice system to a radius of aa = y/k2 + a2. 
For low-energy projectiles (including clusters), the initial energy distribution ae 
is much smaller than À and has therefore only a small influence on the resulting 
track radius. In contrast, for high-energy ions where À, the energy spread 
in the lattice increases leading to smaller energy densities and smaller track radii. 
At extremely high beam velocities, the contribution of À becomes negligible and 
the energy distribution is governed by ae. When plotting the track radius versus 
the atomic energy density (obtained by dividing the electronic energy loss 5e 
by Nyjtal with Ny being the atomic density of the target), all data follow one 
universal curve as illustrated in Figure 16 (right). Thermal spike calculations of 
this type also confirm the experimental findings that the damage creation threshold 
Se decreases for smaller beam energies (cf. Figure 12) (Meftah et al., 2005).

5.5. Thermal Spike Description of Electronic Sputtering of 
Surface Atoms

To test if the thermal spike approach can also describe surface processes such 
as sputtering of atoms, the thermal spike code was extended by the possibility 
to calculate the number of particles evaporated when an energetic ion impinges 
the sample surface (Mieskes et al., 2003; Toulemonde et al., 2002). As in the case 
of elastic-collision spikes, the evaporation is determined by the local tempera
ture (Sigmund and Claussen, 1981). Since the temperature around the ion path 
decreases as a function of the radial distance, the total sputter yield Ftot has
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Figure 17. Track radii and total sputtering yields as a function of energy loss for SiC>2 quartz. 
The thermal spike model calculations (solid lines) for track formation (melting) and sputtering 
(evaporation) are performed with the same electron mean free path À — 3.8 nm, and the known 
sublimation energy.

to be determined from the time and space integral of the local evaporation 
rate <F(Ta(r, r)). The temperature is calculated with the heat equations (Equa
tions la and lb) using a À value determined by fitting track radii as described 
above. The temperature dependence of the evaporation rate is given by statistical 
thermodynamics and the Maxwell-Boltzmann equation:

/•OO /»OO

Ktot = / dr / d>(Ta(r, r))27rr dr, (3a)
Jo Jo

lkTa(t, r) ( -U \
(3b)

where Ny denotes the atomic density and M the molecular mass of the target, k 
is the Boltzmann constant, and U is the surface binding energy assumed to be 
equal to the sublimation energy per atom or molecule (for compound materials). 
For temperatures above vaporization, the thermal diffusivity of the lattice is as
sumed to increase with the square root of the temperature as derived by Sigmund 
(1974/1975).

At present we can apply this approach only for SiC>2 quartz because track and 
simultaneously sputtering data exist only for this material.1 Figure 17 shows how 

1 Sufficient data exist for Y3Fe5O]2 but the sublimation energy necessary for the thermal spike 
calculation is not available.
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well thermal spike calculations with a fixed À value of 3.8 nm can describe track 
radii and sputtering yields.

The good agreement indicates that tracks can be attributed to the appearance of 
a “molten” phase while sputtering is linked to “vapor” phase, i.e. to surface sub
limation. To confirm this relation, additional experiments are needed to provide 
data of track radii (or damage cross sections) and simultaneously total sputtering 
yields for other materials.

6. Conclusions 

6.1. Amorphisable Materials

Based on many investigations, track radii can be quantitatively determined either 
from direct observations or deduced from cross section measurements. The track 
formation threshold can be reliably extrapolated from the dependence of the cross 
section on electronic energy loss. Track radii deduced from different analysis tech
niques show overall agreement for radii larger than 2 nm. Deviations below 2 nm 
have to be ascribed to the discontinuous damage morphology i.e. the track shape 
deviates from cylindrical geometry. The overall agreement between the different 
characterization techniques may be linked to the fact that all these methods probe 
structural modifications such as ion-induced disorder or amorphization. Track 
radii from profilometer measurements seem to be different probably because the 
out-of-plane swelling includes additional effects. In any case swelling yields the 
same track formation threshold as other techniques.

For track formation it is important to consider the deposited energy density and 
not only the linear energy transfer. The energy density is given by the initial radial 
distribution of the recoil electrons, and the subsequent diffusion of the energy 
in the electronic subsystem prior its transfer to the lattice atoms. The inelastic 
thermal spike model considers (1) the initial energy deposition on the electrons in 
a cylinder of radius ae, which scales with the ion velocity, and (2) the electron
phonon mean free path À to characterize the diffusion length of the electrons in a 
specific material. À is not known a-priori and is thus the unique fit parameter in 
the model. Finally a clear correlation can be seen between the calculated atomic 
energy density and the measured track radius.

Thermal spike calculations allow a consistent description of a series of experi
mental track phenomena, despite the fact that the application of thermodynamics 
to short time events occurring in a nanometric volume and the strong simplifi
cation of the description of the energy dissipation (see chapter by Klaumiinzer, 
this volume) may be questionable. Tracks in amorphisable insulators are ascribed
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Figure 18. Track radii as a function of electronic energy loss for different materials. Left: Tracks in 
CaF2 observed by scanning force microscopy (SFM) and transmission electron microscopy (TEM) 
(Khalfaoui et al., 2005). Right: Tracks in amorphisable Y3Fe5O)2 garnets (Meftah et al., 1993) and 
in non-amorphisable ZrCh (Benyagoub, 2005) and S11O2 (Berthelot et al., 2000) crystals.

to a quench of a molten phase, and electronic sputtering of surface atoms is 
associated with thermal spike induced sublimation. For different materials, the 
electron-phonon mean free path values, derived from a fit to track radii and Se 
thresholds, follow a monotonic decrease with the band gap energy. The model 
considers the effect of the ion velocity, by combining the size of the initial electron 
energy distribution (ae) with the electron-phonon mean free path (À). Simulations 
show that the mean energy density deposited in the lattice is mainly governed by 
ae for high-velocity projectiles and by À for low-velocity beams.

6.2. Unsolved Problems

Various thermal spike calculations show that the melting concept suitable for 
amorphisable materials does not directly apply for tracks in non-amorphisable 
materials. One of the problems is given by the difficulty to define a suitable track 
diameter (Trautmann et al., 2000a). The response of non-amorphisable material 
to energetic ion beams is not just an amorphous cylindrical track but exhibits 
manifold effects (cf., Figure 5). For instance, in ionic crystals such as alkali and 
earth alkali halides, point defects and defect clusters are created. The size of 
hillocks formed on the surface of CaF2 is not related to tracks directly observed by 
transmission electron microscopy (in contrary to mica) (Figure 18, left). Also in 
SnC>2 (Berthelot et al., 2000) and UO2 (Wiss et al., 1997), TEM reveals track sizes 
much smaller than typically recorded for amorphisable material (Figure 18, right). 
Other solids, e.g. ZrÜ2, change their structure from the monoclinic to the tetrag-
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onal phase but with rather large cross sections (Benyagoub, 2005) (Figure 18, 
right). At present, it is not clear, if trends found for tracks in amorphisable crystals 
are of general validity.

Tracks in CaF2 and SnCh cannot be described by thermal spike calculations 
using the melting criterion and a À value deduced from the À versus band gap 
plot (Figure 15). Triggered by the observations that energetic ions may produce 
empty holes in SnC>2 (Figure 5 top, left), the criterion of track formation was 
modified to sublimation instead of melting (Berthelot et al., 2000). Under this 
condition, track sizes in SnÛ2 as well as in CaF2 could be described quantitatively 
(Toulemonde et al., 2000). It remains to be shown if in non-amorphisable solids 
tracks can be produced from a quench of a molten phase. A possible case could 
be ZrC>2, where the track radii deduced from the cross sections of the mono
clinic to tetragonal phase change is well described by the thermal spike model 
using the energy necessary to melt (~l eV/at) and a À value of 4 nm. As pro
posed for Y2O3 (Hémon et al., 1997), the tracks, resulting from melt quenching, 
probably consist of small nanograins instable regarding the monoclinic phase 
(Djurado et al., 2000). Although coherent with the description made for amor
phisable materials, this interpretation is in contradiction with a phase change 
resulting only from a rise of temperature to 1100 K, according to the phase di
agram (Benyagoub, 2005) of Z1O2 (this corresponds to an energy of ~0.2 eV/at 
and can be fitted by the thermal spike with À ~ 10 nm).

Last but not least, it should be mentioned that experiments studying track for
mation and electronic sputtering of surface atoms can help to shed more light onto 
the basic ion-matter interaction processes. Huge sputtering yields for ionic crystal 
and new phenomena such as jet-like sputtering normal to the surface do not have a 
straightforward link to the same beam and material parameters as track formation 
(Assmann et al., 2006; Toulemonde et al., 2002).
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Abstract

Thermal-spike models are often invoked for data interpretation in ion track 
physics. This work is devoted to a critical examination of these models with 
respect to links to other fields of physics and with respect to its foundations in 
non-equilibrium thermodynamics. Presently used thermal-spike models treat 
electronic excitations in a rather undifferentiated way. Based on the experience 
of hot-electron energy-transport in semiconductors a more complete approach 
will be outlined which explicitly distinguishes electrons in conduction bands 
and holes in valence bands. This model provides a natural basis for the incor
poration of recombination processes and is intimately linked to the physics of 
semiconductors and insulators. Combining a thermal spike with the appropri
ate constitutive equations, the motion of the fluid track matter can be followed 
as will be demonstrated for vitreous silica. The calculations reproduce the ex
periments within a factor of four. Starting from the basis of non-equilibrium 
thermodynamics, it will be shown that the temperature gradients appearing in 
the presently used thermal-spike models are too large to meet the pre-requisites 
of non-equilibrium thermodynamics. Therefore, thermal-spike models can 
only be used for qualitative to semi-quantitative data interpretation. Deviations 
between model and experiment by a factor of 2 to 4 must be accepted and are 
the tribute to the enormous simplifications made.
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1. Introduction

The physics of ion tracks started in 1958, when Young reported on the etching 
of radiation damage in LiF (Young, 1958). A year later, Silk and Barnes (1959) 
published the first transmission electron microscopy images of long trails of dam
age created by fission fragments in mica. The combination of both discoveries 
generated a boom in research work stimulated by various applications in nu
clear physics, geochronology, archaeology, interplanetary science, and radiation 
dosimetry. Soon after the discovery of ion tracks it became clear that they origi
nated from the excitation and ionization of the target atoms and not from atomic 
displacements by elastic collisions, a damaging mechanism dominating at ion en
ergies much smaller than 1 MeV/u. It became also clear that the excitation and/or 
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ionization density had to surpass a material-dependent threshold value in order 
to generate continuously etchable ion tracks. For example, 1-MeV He ions were 
shown to generate tracks in certain polymers, while 100-MeV Fe ions are needed 
for track formation in the mineral olivine. At that time, tracks could be detected in 
many insulators but not in metals, alloys and semiconductors like silicon or germa
nium. The separation line between track forming and non-track-forming materials 
was located at an electrical resistivity between 2 x 103 and 2 x 104 Qcm. In 1965, 
Fleischer, Price and Walker proposed the Coulomb-explosion spike which ac
counted reasonably well for all experimental data available at that time (Fleischer 
et al., 1965). A concurring thermal-spike mechanism, originally devised for metals 
by Lifshitz et al. (I960) and proposed to apply also to insulators by Chadderton 
( 1969), was not sufficiently developed to provide useful predictions. The work of 
the first fifteen years after the discovery of ion tracks is exhaustively described 
in the monograph of Fleischer, Price and Walker (1975). The development of the 
subsequent fifteen years has been summarized by Spohr ( 1990).

Around 1980, with the advent of large heavy-ion accelerators, much higher 
excitation and ionization densities became easier accessible. About fifteen years 
later even larger excitation densities could be realized by fullerene beams. At 
present, it is well-established that ion tracks can be also generated in metals 
(Henry et al., 1992; Dammak et al., 1995), alloys (Barbu et al., 1991; Audouard 
et al., 1990; Trautmann et al., 1993) and semiconductors (Scholz et al., 1993; 
Canut et al., 1998; Dunlop et al., 1998; Wesch et al., 2004), but the thresholds 
for track generation are usually larger than those for insulators. Therefore, the 
experimental data base on ion tracks in insulators is still wider than that for metals 
and semiconductors.

There have been various attempts (Klaumünzer et al. 1986; Lesueur and 
Dunlop, 1993) to modify the Coulomb-explosion spike to include the new ex
perimental findings. But a prerequisite for this mechanism, the occurrence of a 
repulsive Coulomb force of sufficient strength and lifetime, turned out to be not 
fulfilled since in metals electrical space charges are virtually neutralized within 
femtoseconds as confirmed by spectroscopy of Auger and convoy electrons (Schi- 
wietz et al., 1992, 2004,; Xiao et al., 1996, 1997). Therefore, it is not surprising 
that the thermal spike mechanism underwent a renaissance, in particular by the 
work of Toulemonde et al. (1993a, 1993b), Dufour et al. (1993) and Szenes 
(1995). An overview on the current experimental situation concerning ion tracks 
in insulators and on thermal-spike models is given by Toulemonde et al. (2006).

Thermal-spike models are not only used in ion-track physics, but also to de
scribe the behavior of excited carriers generated by femtosecond lasers or by 
strong electrical fields in submicron semiconductor devices. Though these various 
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models deal with similar physical problems, they do not take much notice of each 
other. The consequence is that knowledge, which has been gained in one field, is 
not transferred to the others. A severe deficiency of the currently used thermal
spike models in ion track physics is the missing distinction between the two kinds 
of excitations in semiconductors and insulators, namely electrons in the conduc
tion band and holes in the valence band. However, this distinction is essential to 
exploit the wealth of information available in the physics of semiconductors and 
insulators.

In Section 2,1 briefly summarize what is known about electron-hole formation 
by fast ions in semiconductors and insulators. The key quantity is the so-called 
W-value which is the average energy needed to generate an electron-hole pair. 
With this quantity a surprising result will be obtained: the sum of the average 
kinetic energies of holes and electrons is independent of the radial distance from 
the ion trajectory. This result can be taken as the starting point for a thermal
spike model, which explicitly distinguishes holes and electrons. Such a model 
is outlined in Section 3 and compared to the thermal-spike models of ion track 
physics in Sections 4 and 5.

A common basis of all thermal-spike models is the validity of classical heat 
transport as it is described by Fourier’s law. However, guided by their molecular 
dynamics simulations based on a Lennard-Jones potential, Bringa and Johnson 
(1998) argued that energy transport after ion impact does not follow classical heat 
conduction. Additionally, they pointed out that the atomic motion in the track, 
together with energy fluctuations and inertia effects should not be ignored. While 
atomic motion and inertia effects can easily be incorporated into thermal-spike 
models (see Section 6), the inadequacy of classical heat transport remains a central 
and unsolved issue. In Section 7 it will be shown that the inadequacy of classical 
heat transport is not a peculiarity of the Lennard-Jones potential but follows from 
an inadequate use of non-equilibrium thermodynamics.

2. The Starting Point for Thermal-Spike Models

2.1. Insulators and Semiconductors

Most of the ion-track research has been done at kinetic ion energies between 1 and 
10 MeV/u, where the electronic stopping power Se is maximal. A 5-MeV/u pro
jectile (projectile velocity Vion = 3.1 x 107 m/s) traverses 100 atomic layers in 1 fs 
and interacts primarily with the electrons of the target atoms. Thus, if the projectile 
charge is sufficiently large, a cylindrical trail of excited and/or ionized target atoms 
is created on a femtosecond time-scale. In a solid with sufficiently large gap en-
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ergy Egap between valence band and conduction band, screening of the projectile 
can be ignored. The radius Z?max of the primary interaction can be obtained from 
Bohr’s adiabatic principle (Mozumder, 1974) and is for non-relativistic ions

(1)

For the ion energy range of interest, Z?max is of the order of 1 nm. Assuming 
Coulomb interaction between projectile and target electrons the differential cross
section dcr/dw for an energy transfer between w and w + dw is proportional to 
1 /w2 (Leibfried, 1965). For a free electron gas the mean transferred energy to an 
electron is 

(2)

with the maximum transferable energy 

where Mion and me denote the ion and the electron mass, respectively, and £jOn 
the projectile energy. For a 5-MeV/u projectile wmax is about 11 keV. In insulators 
and semiconductors the minimum transferable energy wmjn is £gap. With these 
values, Equation (2) yields (w) = 10.5 eV for silicon (Egap = 1-15 eV) and 
(w) = 82 eV for quartz (Egap = 12 eV). Obviously, the primary effect of the ion
electron interaction is the production of electron-hole pairs with average kinetic 
energies of (w) — Egap. For both solids the relation (w) — Egap Egap holds, 
so that further electron-hole pairs can be generated until the kinetic energy of 
the colliding participants falls below Egap. The time-scale of this electron-hole 
production process depends on the electron-impact ionization rate, which is for 
electrons (holes) in silicon and quartz 5 eV above (below) the gap about 1014 s_1 
and 1015 s-1, respectively (Cartier et al., 1993; Oguzman et al., 1995; Arnold et 
al., 1994; Kunikiyo et al., 2003). Thus, on a time-scale of 10 fs a heavy fast ion 
generates an electron-hole plasma, which can be described by electron and hole 
distribution functions fn(r, k, t) and fp(r, k, t) in the phase space (r, k) and time 
t. In principle, the further evolution of fn(r, k, f) and fp(r, k, f) has to be de
scribed by Boltzmann transport equations and requires an adequate specification 
of the relevant scattering processes. A full solution of these equations involves 
enormous computational work and has not yet been performed. An early treatment 
based on a hydrodynamical fluid approach of the electron-hole plasma generated 
by the passage of a fast ion has been given by Ritchie and Claussen (1982).
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In another approach, electron-energy-transport calculations have been per
formed, but were limited to short times and based on Monte-Carlo methods 
with simplified material parameters (Hamm et al., 1979; Gervais and Bouffard, 
1994; Bouffard, 1996). It is well established that momentum transfers between 
the projectile ion and target electrons lead to an initial electrical space charge. 
However, quasi-neutralization occurs within a few femtoseconds (see Section 3) 
and in most calculations of radial dose distributions D(r,t) space charge effects 
are not included. Because of the importance of radiation protection, much effort 
has been put in calculating the radial dose distribution in water and comparing 
these results with measurements on tissue-equivalent gases after rescaling to the 
density of water. With appropriate modifications arising from different mass den
sities and ignoring differences in electronic band structure, these results have also 
been applied to solids (Katz et al., 1990). With the radial dose distribution D(r, r0) 
with to > 10 fs after the ion’s passage the number density of electrons n(r, to) in 
the conduction band and the number density of holes p(r, to) in the valence band 
can be obtained from

W
(4)

For the average energy W required to generate an electron-hole pair, theory pre
dicts W % 3Egap, a relation which is well confirmed by experiments - in silicon 
even up to high excitation densities (Alig and Bloom, 1975; Ogihara et al., 1986; 
Seidl et al., 2001). If we denote with wn(r, to) and wp(r, to) the average kinetic 
energies of electrons and holes, energy conservation demands

n(r, r0)(w„(r, t0) + wp(r, t0)) = D(r, t0) - n(r, r0)Egap

or, by dividing by n(r, to)

wn(r, to) + wp(r, t0) & 2Egap. (5)

The surprising message of relation (5) is that the average kinetic energy per 
electron-hole pair is independent of the distance r from the ion trajectory. If we 
assume Boltzmann statistics for the electron-hole plasma and wn = wp we obtain 
from Equation (5) an initial (to ~ 10 fs) electron temperature Tn = 2Egap/(3£B) 
9 x 103 K for silicon and 9 x 104 K for quartz. A priori, there is no reason that wn 
and wp are equal. For quartz, wp 0.5w„ might be more appropriate (Mizuno et 
al., 1993) resulting in an electron temperature Tn = 8Egap/(9^ß) 1.2 x I05 K
and a hole temperature Tp « 4Egap/(9£B) % 0.6 x 105 K. The estimate for silicon 
compares reasonably well with the experimental electron temperatures obtained 
from Auger electron spectroscopy. Depending on the interaction strength the Si- 
L1 VV transition (half-life 15 fs) yields electron temperatures between 7 x 103 and 
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1.6 x 104 K (Schiwietz et al., 2004). The same authors (Staufenbiel et al., 2005) 
report for the same irradiation conditions electron temperatures of > 4.9 x 104 K. 
In fact, the extracted electron temperatures depend sensitively on the silicon band 
structure used in the data evaluation process. In the work of Staufenbiel et al. 
(2005), a simplified data evaluation has been performed and the obtained elec
tron temperatures are too high (Schiwietz, 2006). Unfortunately, no experimental 
values are available for quartz.

2.2. Metals

In metals and semi-metals bmax is limited by conduction electron screening. 
Applying again Bohr’s adiabatic principle one obtains (Mozumder, 1974)

ömax = 1.12-^, (6)
““plasma

where Qplasma is the plasma frequency of the electron gas. Assuming again a free 
electron gas, wmjn for metals and semi-metals can be estimated by (Leibfried, 
1965).

^min

22 ..^4
___________ ion, eft V______________  
4^2^maxW max "i" Zjon, eitf4 (7)

where Zion,eff denotes the effective projectile charge, s0 the dielectric permittivity 
and q the (positive) elementary charge. With /?max from Equation (6) we find for a 
typical metal wmjn ~ 4 eV and thus (w) ~ 30 eV. In contrast to semiconductors 
and insulators, the excited electrons and holes in metals belong to the same band. 
Thermalization within the electronic system occurred within ~10 fs and holes 
need not to be considered any longer. The excitation energy is shared among 
many conduction band electrons around the ion trajectory and, different from in
sulators or semiconductors, the concentration of conduction electrons is virtually 
independent of the distance from the ion trajectory in a spatially homogeneous 
material.

3. Hydrodynamic and Energy-Transport Models

In semiconductor devices of sub-micrometer dimensions hot electrons can be 
generated by strong electrical fields. For simulation of such devices, however, 
the Boltzmann transport equation is computationally very expensive. A common 
simplification is to investigate only the first three or four moments of the electron 
and hole distribution functions, which lead directly back to macroscopic transport 
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models, called in literature hydrodynamic or energy-transport models. A recent 
review of hydrodynamic and energy-transport models has been given by Grasser 
et al. (2003a). The various models differ in the number of moments considered 
and/or in the approximations made in the collision term of the Boltzmann equa
tion. The advantage of these models is that their input and output can be directly 
taken from or compared with experiment. However, it has turned out that the first 
three moments are not sufficient to describe high-electron-mobility devices of 
dimensions of the order of ~100 nm. At present, there are models incorporating 
even the sixth moment of the Boltzmann transport equation (Grasser et al., 2003b). 
Because track formation occurs on a length scale much smaller than the currently 
envisaged electronic devices, it is possible that a reduction of the Boltzmann 
transport equation to macroscopic transport models may lead to serious errors. 
This problem will be readdressed in Section 7. In the following a three-moment 
model will be outlined in order to demonstrate a thermal-spike model for ion track 
formation, which explicitly distinguishes electrons and holes.

3.1. An Energy-Transport Model for Non-Metals (Grasser et 
al., 2003a)

Assume that within ~10 fs electron-hole production has finished and electron
hole collisions brought the carriers locally into thermal equilibrium. Because 
electrons and holes belong to different bands the corresponding energy dis
tributions are characterized by different temperatures. The atomic motion is 
characterized by the lattice temperature 7l. The basic equations for mobile 
charge carriers in semiconductors and insulators are the Poisson equation and the 
continuity equations:

div(Erei e0 gradç?) = ^(n - p - cdop), (8)

. dn
div Jn ~~ ^(^dir + /^SHR T /^Auger T /^self trap (9)0/

div jp T <7 = <7 (/^dir “I” /^SHR T Auger “I” /^self trap T 1 ’ *), (10)
dt

where <p denotes the electrostatic potential, erei the relative dielectric constant, and 
cdop the concentration of ionized dopants. In the following we assume cdop = 0. 
On the right hand side of formulae (9) and (10), the /?’s denote various recom
bination processes in semiconductors and insulators (Figure 1). 7?dir denotes the 
recombination rate of charge carriers by photon emission, which transports en
ergy out of the track region because the probability of immediate reabsorption is
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Figure 1. A schematic representation of the various de-excitation and recombination mechanisms 
important in semiconductors and insulators.

low. Direct recombination is particularly important in direct semiconductors like 
InP and GaAs. Instead of photon emission, carrier recombination can also take 
place by the simultaneous emission of many phonons. This process, however, 
is extremely improbable. But the probability of carrier recombination increases 
by orders of magnitude when defects or impurities exist, which have electronic 
states in the mid-gap region (Hall, 1952; Shockley and Read, 1952). These deep 
traps act as catalysts for recombination, characterized by the Shockley-Hall- 
Read recombination rate /?shr- The recombination energy is roughly Egap and 
is transferred to the lattice. The third recombination process is the internal Auger 
effect. It is particularly important at high carrier densities and is characterized by 
a recombination rate In this process the recombination energy contributes 
to electron heating. While these three recombination mechanisms are the most 
important ones in semiconductors, there exists another route of recombination in 
wide-gap insulators of low atomic density, like quartz, LiNbO} and polymers. Due 
to their opposite electrical charges, electrons and holes attract each other forming 
exciton states in the band gap. It is possible that the nearby lattice atoms undergo 
successive atomic rearrangements with simultaneous phonon generation so that 
the electron-hole pair is strongly bound and immobilized - a self-trapped exciton. 
The formation rate is denoted by /?seif.

In the energy-transport model the current densities for electrons and holes read

j„ = —qp,nn grad cp + k^pn grad (nTn), (11)

j/? = —qppp grad ip - k^Pp grad (pTp), (12)

where pn and denote the mobilities of electrons and holes, respectively. In 
Equations (11) and (12) it is assumed that the band structure of the material in 
spatially homogeneous. In bilayer or multilayer materials, additional terms have
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to be added, which take into account spatial band structure variations. Energy 
conservation demands

div S„ -j„ grad <p - - kB
d(nTn)

dt
+ Tn - TL

H” ''Auger Egap,

div Sp = -jp grad cp - -kB pW
\ az

Tn

P + TpR(iiT

(13)

(14)

(15)

(16)

(17)

(18)

(19)

(20)

SL = -kl grad TL,

KP =

Kn

Sp = -kp grad Tp + - ^B^p —,
2

with the energy fluxes

Sn = grad Tn - -kBTn — ,
2 q

dTL 3 t
div Sl = ---- F - kB

dt L

where it has been assumed that the carriers obey Boltzmann statistics. rn and tp 
are average energy relaxation times for electrons and holes, respectively, due to in
teraction with the lattice. The various energy terms arising from the recombination 
processes can be inferred from Figure 1.

Using a generalized Wiedemann-Franz law, the thermal conductivity of the 
electrons is given by (Stratton, 1962; Grasser et al., 2003a)

— Tnnnn
Q

and that of holes
Å'n

— Tp/ipP, 
(J

where cn and cp denote correction factors, the numerical values of which depend 
on the details of the collision term in the Boltzmann transport equation. /cL is the 
phonon thermal conductivity.
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For insulators and semiconductors, Equations (8) to (20) represent a closed set 
of differential equations which, in principle, can be solved if rn, cn, pp, rp, cp 
and the recombination rates are specified. At least for technologically relevant 
semiconductors data are available in the literature. In this paper, Equations (8) to 
(20) will not be solved but two limiting cases will be considered. The first case is 
silicon in which carrier trapping and recombination do not play a role on a time
scale relevant for track formation (< 100 ps). Another limiting case is represented 
by quartz and vitreous silica in which the formation of self-trapped excitons is the 
dominating recombination process.

3.2. Silicon

Experiments have shown that in silicon the average energy for electron-hole 
production W varies by less than 5% going from low-density charge carrier 
production by x-ray radiation to high-density charge carrier production by 3- 
MeV/u Au ion bombardment (Alig and Bloom, 1975; Ogihara et al., 1986). The 
concomitant small deficit in charge collection in surface-barrier silicon-detectors 
implies that trapping and recombination of carriers are unimportant, i.e. all /?,- 
terms vanish in Equations (9, 10), and (13-15). Furthermore, in silicon the energy 
relaxation times for electrons and holes, rn and tp, are equal and are between 0.15 
and 0.3 ps (Sekido et al., 1991; Bordelon et al., 1991; Roldan et al., 1996). These 
relaxation times are much longer than the equilibration times set by electron
electron and electron-hole collisions (Yoffa, 1980). Therefore, on a time-scale 
of 10 fs, the interacting electron-hole system is in a quasi-adiabatic state, which 
implies Tn = Tp.

Due to momentum transfers during the collisions between projectile ions and 
target electrons, there is an electrical charge proportional to (n — p). The emerging 
electrical field in combination with the high mobility of the carriers in silicon must 
lead to a rapid quasi-neutralization. The neutralization time Zneutr can be estimated 
from the Debye screening length and the mobility of the fastest carrier (Lifshitz 
and Pitajewski, 1983)

fiieutr —
^O^rel

qp.n(TL, Tn)n '
(21)

where pn is given by (Grasser et al., 2003a)

Mo(7l, 7);) =
____________ Mw(7l)____________
1 + [3^BMo(TL)/2^Tnus2at](7; - Tl) ‘

(22)

Assuming a cold lattice with TL = 300 K and a hot electron-hole plasma with 
Tn = 104 K and an electron-hole density of n = 1021 cm'3 we obtain pn « 
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12 x 10-2 cm2/Vs and rneutr % 0-5 fs, where we have used the literature data for 
crystalline silicon /zo(3OOK) = 1430 cm2/Vs, erei = 11.9, rn = 0.15 ps, and 
vsat = 107 cm/s (Bordelon et al., 1991). Quasi-neutralization and thermalization 
within the electron-hole system occur approximately on the same time-scale.

Perfect neutralization would be given by n = p and any electrical field would 
vanish (grad <p = 0 in Equation (8)). Adding Equations (9) and (10), one obtains 
div(j„ +jp) = d(n - p)/dt = 0 implying jn = - jp. However, this relation is only 
compatible with formulae (11) and (12) if pn = pbp holds. This is usually not the 
case and charge neutralization cannot be perfect. Therefore, in crystalline silicon 
a small ion track potential is expected as it has been measured by Auger electron 
spectroscopy (Schiwietz et al., 2003). For t > tneMr electron and hole diffusion is 
coupled by an electric field; this effect is long known in semiconductor physics 
and called ambipolar diffusion.

3.3. Quartz and Silica

In silica the electrons move much faster than the holes. Using /io(3OOK) = 
20 cm2/Vs (Hughes, 1973), vsat ~2 x 107cm/s (Hughes, 1975), srei = 2.4 and 
Tn = 1 x 105 K one obtains from Equations (21) and (22) p,n = 1 cm2/Vs and 
Tneutr = 2fs. Like in silicon only a small track potential is expected. Electrons 
and holes with kinetic energies < 2 eV couple strongly to longitudinal optical 
phonons. For conduction electron energies > 2 eV acoustic phonon emission be
comes also important. In this energy range, the energy relaxation time rn is about 
0.1 ps (Arnold et al., 1994). After quasi-neutralization and cooling of the carriers 
by electron-phonon coupling the potential energy, which is still stored in electron
hole pairs, is partially released by the formation of self-trapped excitons. Laser 
experiments have shown that the mean trapping time is about 0.15 ps (Audebert 
et al., 1994; Guizard et al., 1996a, 1996b), only slightly longer than the energy 
relaxation time. On a timescale of 0.15 ps, mobile carriers disappear (n = p = 0 
in Equations (8) to (20)) implying that energy transport in the electron-hole system 
has finished and energy is dissipated only by phonons. According to Ismail- 
Beigi and Louie (2005) the potential energy stored in the self-trapped exciton 
is Eexc ~ 7 eV. Thus, the fraction 1 — f of the energy not yet converted to heat in 
the atomic system is 7 eV/3Egap 0.2 (cf. Sections 5 and 6).

For Tl > 300 K self-trapped excitons often relax non-radiatively and form 
lattice defects (E'-Centers, etc.). Thus, a track may form when the density of 
self-trapped excitons is sufficiently large. This mechanism has been proposed by 
Itoh (1996). In fact, the measured track radii can be quantitatively well explained 
when the exciton density matches the atomic density of quartz. However, Itoh’s 
mechanism ignores (i) the large amount of heat in the atomic system prior to 
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exciton formation and (ii) the interaction between the excitons which must occur 
at such high exciton densities. Perhaps, the correct solution is lattice instability 
(Stampfli, 1996).

Of course, not all wide-gap insulators exhibit self trapping of excitons. For 
example, laser experiments showed that in AI2O3 and MgO excited electrons are 
not trapped within 50 ps (Guizard et al., 1996a, 1996b). Nevertheless, in both 
materials ion track effects can be clearly detected (Canut et al., 1995; Thevenard 
et al., 1996). These wide-gap materials have to be treated more or less along the 
route as outlined for silicon.

3.4. Metals

In metals, the lifetime of holes in the conduction band is smaller than 20 fs, if 
their kinetic energy is more than 3 eV below the Fermi-energy (Campillo et al., 
2000). Therefore, we have p = 0 in Equations (8) to (20) for t > 20 fs and all 
recombination processes vanish. In Equation (8), now qc^p denotes the charge 
density of the positive jellium background. In the presence of a time-dependent 
temperature gradient, a closer inspection of Equations (8) to (11) shows that even 
in metals an ion track potential must exist and j„ cannot vanish completely. From 
an experimental point of view we only know that the nuclear track potential for 
metals is below the experimental resolution limit of ±0.4 eV (Staufenbiel et al., 
2005). Nevertheless, it is often assumed that terms containing j„ can be neglected. 
With this assumption the energy-transport model yields for metals 

(23)

(24)
37l Tn — TL

CL = —- = div (k\ erad 7i ) + C„  ---- —-

where we have written Cn = 3/2nk^ as specific heat of the electron system.
The same two-temperature model is used to successfully describe the evolution 

of an electron gas in metals after laser excitation (Rethfeld et al., 2002). One of 
the basic assumptions of the energy-relaxation model is that the energy relaxation 
time xn is independent of the average kinetic energy of the electrons. Therefore, 
the energy relaxation times obtained from laser excitation experiments should be 
same as those used to describe ion track formation.
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4. The Thermal-Spike Model of Toulemonde et al.

In the thermal-spike model of Toulemonde et al. (1993a, 1993b, 1996) and Meftah 
et al. (2005) the target solid is divided into the electronic system and the atomic 
system (phonons). Electrons and holes are not distinguished. Both systems are 
coupled by electron-phonon interaction. It is also assumed that the energy de
posited in the electronic system by the projectile ion is thermalized with a time 
constant re 10-15 s by electron-electron scattering. The evolution of the two 
systems is described by two coupled differential equations, one for the electronic 
system

C„^ = div (k„ grad T„) - g(T„ - TL) + B(r, r) (25)
dt

and one for the atomic system

Cl(Tl)^ = div (kl grad TL) + g(Tn - TL), (26)
dt

where g denotes the electron-phonon coupling parameter. B(r,t) is the energy 
density per unit time deposited by an incident ion at radius r and at time t. It is 
assumed that B(r, t) has the form

e“'/Te
B(r, t) = cD(r)------- . (27)

Te

The choice of re is not critical; variation of re by a factor of 5 does not alter the fi
nal results. The radial dose distribution D(r) is usually taken from microdosimetry 
and the normalization constant c ensures energy conservation

/•OO poo
In / / B(r, t)r dr dr = Se. (28)

Jt=0 Jr=0

Apart from B(r, t), which can be simulated by appropriate initial conditions, for
mulae (25) and (26) are identical with Equations (23) and (24) if g = Cn/xn is 
taken. Therefore, the application of Equations (25) and (26) to metals and metal
lic alloys (Wang et al., 1994) is, apart from the terms ~j„, compatible with the 
energy transport model. Cn can be calculated from formulas of solid-state physics 
textbooks if the electron density or the density of states at the Fermi energy are 
known. The electron thermal conductivity kc can be calculated from the electrical 
conductivity <re by applying the Wiedemann-Franz law. The specific heat CL can 
be taken either from measured values (after subtraction of C„) or from the rule 
of Dulong-Petit in the case of elemental metals or Knoop’s rule in the case of 
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alloys. Because is usually only a minor contribution to the total conductivity, 
the phonon thermal conductivity is difficult to determine from experimental data. 
Alternatively, may be determined using the relation

1
— -Cl Uph €ph, (29)

where uph denotes an appropriately averaged phonon group velocity. For TL much 
larger than the Debye temperature the mean free path of the phonons £ph can be 
estimated from (Ziman, 1975)

£
20 Tm 

ph (y2) tl a (30)

where (y2) is the squared Grüneisen parameter averaged over all phonon modes, 
Tm the melting temperature and a the lattice constant. For most materials (y2) 
is typically between 2 and 6. Thus, at T\ = Tm, the phonon mean free path is 
between 1 and 3 nm. The electron-phonon coupling parameter can be obtained 
from the work of Lifshitz et al. (1960), in which a free-electron gas model has 
been used, or from the work of Allen (1987), where the modern solid-state physics 
language is used.

In applying their model to insulators, Toulemonde et al. (1993a, 1993b) ignore 
that the carriers of heat in the valence and conduction band are just the holes 
and electrons generated by the projectile. Hole and electron densities vary as a 
function of distance from the ion’s path as outlined in Section 2, and, as shown in 
Section 3, the (assumed) diffusive motion of the carriers changes both the spatial 
energy density and the carrier density. The assumption Cn = 1 J/(cm3K) and 
Kn = 2 W/cmK for all insulators and being independent of space and time (Toule
monde et al., 1996; Meftah et al., 2005) cannot be maintained. The assumption 
of constant carrier densities in space and time also implies that the energy input 
by the passage of the fast ion appears fully as kinetic energy of the carriers as 
described by formulae (27) and (28). Therefore, when electron-hole production 
is explicitly considered, these two equations also cannot be maintained. Without 
following electron-hole production in detail, the concept of the W-value provides 
a great simplification in answering the question in which way the energy input is 
partitioned in carrier production and in their kinetic energy (see Section 2).

In the thermal-spike model of Toulemonde et al., the electron-phonon para
meter g is treated as a free parameter and adjusted to give optimum agreement 
with the measured radii of amorphous tracks in crystalline solids. An amorphous 
track is postulated to form whenever the lattice temperature exceeds the equilib
rium melting temperature Tm of the solid. With this criterion, Toulemonde et al. 
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(1996) and Meftah et al. (2005) succeeded in modeling track radii as a function 
of stopping power for a variety of insulators. Additionally, the stopping power 
threshold Seo for track formation and the velocity effect (Toulemonde et al., 2006) 
could be described. Interestingly, a correlation has been found between a so-called 
mean diffusion length À and Egap, where À is defined by À2 = KnTn/Cn. The 
larger the gap the smaller À is (Toulemonde et al., 2006). For example, for quartz 
À — 4 nm was obtained implying in = 0.08 ps. This value is not too far from the 
energy-relaxation time of 0.1 ps as determined from laser experiments (Arnold et 
al., 1994). It will be interesting to see whether the discovered correlation finds a 
natural explanation in the energy-transport model.

The use of equilibrium melting temperatures as a criterion for the determina
tion of track radii cannot be maintained from the viewpoint of thermodynamics, 
because nucleation of the new phase requires some time, leading to superheating. 
Classical nucleation theory predicts spontaneous decay of crystalline order when 
the maximum superheating temperature is exceeded. This maximum superheating 
temperature scales roughly with the melting temperature and is about 500 K for a 
material with a melting point of 2000 K and at a heating rate of 1014 K/s (Luo et 
al., 2003). A similar problem appears upon cooling of the molten track below Tm 
when recrystallization starts at the melt-crystal interface and proceeds inwards, 
diminishing the measurable track radius. Both, the kinetics of the decay of the 
crystalline order and its partial reestablishment have to be followed in greater 
detail before a comparison with experimental track radii is justified. The impor
tance of this statement can be nicely illustrated in the case of track formation in 
glasses, which have no well defined melting point but exhibit gradual softening 
and a continuous transition to the melt. An example will be given in Section 6.

5. The Thermal-Spike Model of Szenes

Instead of following the complicated history of electron-hole formation, recombi
nation, diffusion, thermalization and trapping, Szenes (1995) rigorously simplified 
the problem by treating the lattice system only. Time zero is chosen when the 
lattice temperature on the track axis attains its maximum value. The physics at 
earlier times is not considered. Assuming an “initial” Gaussian lattice temper
ature distribution of width a(0), the solution of the transport equation for heat 
(Equation (24) without the term arising from electron-phonon coupling yields for 
the temperature profile

(31) 
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where Q = (fSe — Lprc R2)/(pCC) is determined by (partial) energy conser
vation and a2(t) = a2(0) + ^K\t/{pC\) denotes the width of the temperature 
proble at later times. The quantity L is the latent heat of melting. The parameter 
f determines the fraction of electronic excitation energy which is converted to 
heat at time zero. For a calculation of track diameters, Szenes uses the same melt
ing criterion as Toulemonde et al. (1996). For insulators with amorphous tracks 
Szenes obtains «(()) = 4.5 nm independent of the material. The velocity effect 
is incorporated in f resulting in f 0.4 for Eion < 2.2 MeV/u and f 0.17 
for Eion > 8 MeV/u (Szenes, 2005). Interestingly, Szenes found a correlation 
between the threshold energy loss for track formation, 5eo, and the thermal energy 
required to reach the melting temperature. This correlation was taken as evidence 
for a thermal spike. With the same model and the same parameters, Szenes (2002) 
was also able to explain ion beam mixing with fast heavy ions. But the origi
nally claimed “rather uniform behavior” of insulators (Szenes, 2002) cannot be 
maintained because not all insulators exhibit amorphous tracks (Szenes, 2005).

Keeping in mind its simplicity, the model of Szenes is astonishingly successful, 
at least for insulators with amorphous tracks. If in these materials self-trapping 
of excitons is the prevailing and rapid mechanism, the idea of Szenes dealing 
only with the lattice heat transport could come close to reality. For quartz, e.g., 
Szenes’s time zero would have to be identified with the mean trapping time of 
about 0.15 ps (Audebert et al., 1994; Guizard et al., 1996a, 1996b). However, prior 
to self-trapping the electrons (holes) should have cooled down to the bottom (top) 
of the conduction (valence) band and most (~80% in quartz) of the electronic 
excitation energy should be transformed to lattice heat (see Section 3.3). A factor 
f « 0.2 to 0.4, however, indicates the opposite trend. In Szenes’s model the fate 
of the overwhelming part of the electronic excitation energy remains unclear.

Because the models of Toulemonde et al. and Szenes use the same track data, 
the same track formation criterion with same (claimed) success, the temperature 
profiles in the time regime of track formation should also be the same. A com
parison is made in Figure 2. It turns out that the differences at the late stage 
(/ > 10-12 s) of track formation are not big. The reason is clear. Independent 
of the initial shape of the excitation profile, the solution of the heat transport 
equation converges towards a Gaussian profile at later times. In ion track physics 
this is obviously the case on a picosecond time-scale. In fact, a2(f) can be easily 
rewritten to a2(r) = 4/cL/(pCL) x (tx 4-1) with tx = pa2(0)/(4/cL). For silica tx is 
about 3.6 ps. The solution for 7l of the model of Toulemonde et al., which require 
considerable numerical efforts, can be well approximated by a Gaussian for times 
in the picosecond range.
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Figure 2. Lattice temperature 7l as a function of time t for vitreous silica according to the ther
mal-spike model of Toulemonde et al. (lines) and Szenes (dashed lines) for two distances from track 
centre (r = 1 and 4 nm) after the passage of an 340-MeV Xe ion (Se = 15 keV/nm). For the model 
of Szenes f = 0.6 has been used.

All objections against the model of Toulemonde et al. can be repeated against 
the model of Szenes. In particular, the correlation between the stopping power 
threshold and the melting temperature can be put in question if superheating is 
taken into account. Either, superheating does not play an important role or the 
actual superheating temperatures scale with the equilibrium temperature, as it is 
suggested by classical nucleation theory (Luo et al., 2003). Then, a simple re
scaling of the parameter f towards larger values would be sufficient.

6. Ion Track Mechanics

6.1. Ion Hammering of Amorphous Materials

Additional insight into the atomic motion during track formation has been gained 
from the so-called ion-hammering effect. It denotes the phenomenon that during 
bombardment with fast heavy ions, thin amorphous targets deform in a manner as 
if each ion would act like a little hammer. The target dimensions perpendicular 
to the beam grow while the dimension parallel to the beam shrinks so that the 
mass density and microscopic structure remain virtually unaltered (Klaumünzer 
and Schumacher, 1983; Klaumünzer et al., 1989). In this context, “thin” means 
that the target thickness is much smaller than the projected ion range, so that 
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the stopping power can be taken as constant over the specimen thickness. In this 
case, ion hammering is characterized by the deformation yield A = df^/dcpt, 
where <£/ is the ion fluence. The deformation yield depends on irradiation temper
ature, on Se and the stress state in the target. The deformation yield is maximal at 
low temperatures and decreases as soon as thermally activated atomic rearrange
ments are possible. Below the track generation threshold, A is small and decreases 
roughly exponentially with decreasing Se. Above the track generation threshold, A 
increases linearly with Se. Moreover, the deformation yield increases linearly with 
an externally applied, tensile stress. Shear stresses of the order of a few 0.1 GPa 
modify the deformation yield measurably (Audouard et al., 1993). Ion hammering 
does not occur in materials which remain crystalline during irradiation.

The link between the deformation yield and the irreversible, local radial strain 
Sloe of the ion track is given by

A = 7t/?2£10C, (32)

where /?T is the track radius. Typical low-temperature values for A are between 
10“14 and 10“15 cm2 (Klaumünzer et al., 1989). Taking ÆT = 3 nm one finds that 
eioc is between 3 x 10~2 and 3 x 10-3. Assuming a characteristic deformation 
time of 1 ps, one obtains local rates of irreversible shear between 3 x 109 and 
3 x IO10 s_1. These high shear rates and their significant modification by shear 
stresses of the order of 0.1 GPa are strong arguments against deformations induced 
by shock, in which stresses of the order of 10 GPa have to be exceeded to induce 
plastic deformation.

The recently claimed shock-induced crystallization of an amorphous alloy 
by Dunlop et al. (2003) and Rizza et al. (2004a, 2004b) is not a compelling 
counter-argument. In those papers the difficult proof is missing that the observed 
crystallization proceeds within a few picoseconds after the ion passage. It is pos
sible that the local deformation induced by the ion’s passage can enhance locally 
the free energy of the amorphous phase so that thermally activated crystallization 
occurs during the warming-up period after ion bombardment.

6.2. The Effective-Flow-Temperature Approach (EFTA) of 
Trinkaus

The first attempt to combine a thermal spike concept with mechanical equations 
to follow the motion of fluid matter in a cylindrical track has been made by 
Ryazanov et al. (1995). However, their constitutive mechanical equations cannot 
explain the unsaturability of ion hammering (Trinkaus, 1998). This deficiency was 
removed in the papers by Trinkaus and Ryazanov (1995) and Trinkaus (1995,
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{«A/dSJ^dO^W/J)

Figure 3. Comparison between the experimentally determined slopes of the deformation yield 
QA/dSe and the theoretical ones calculated from Equation (33) using S'e = f(Se — Seo)- It is 
obvious that all data lie between f = 1 (solid line) and f = 0.5 (dashed line).

1996). The basic ideas of the effective-flow-temperature approach are the fol
lowing. Due to thermal expansion, which is constrained by the surrounding solid 
matrix, a cylindrical stress field emerges. Because an infinitely long track cannot 
expand axially the axial thermal stress is larger than the radial stress. If the track 
core is fluid (shear viscosity r]s) such a situation is mechanically unstable. On a 
time-scale, which is determined by tis/G™, the fluid must relax to a state with 
hydrostatic pressure only, implying an additional radial strain. Here, Gx is the 
high-frequency shear modulus of the liquid, the numerical value of which is often 
close to the numerical value of the corresponding amorphous solid. Upon rapid 
cooling z/s rises dramatically and the additional radial strain may be frozen in at 
the effective flow temperature T*. Neglecting inertia terms and using Eshelby’s 
concept of elastic inclusions, Trinkaus and Ryazanov (1995) were able to obtain 
an analytical expression for the deformation yield. In the limit of large electronic 
stopping powers (Se » Se0) to ensure cylindrical geometry and with a Gaussian 
temperature distribution, they obtained 

A 0.427
1 -I- v aS'e

5 — 4v pCL
(33)

where v is the Poisson number, a the coefficient of linear thermal expansion and 
p the target density. S' denotes the fraction of the stopping power Se which is 
converted to heat. For comparison with experiment, S' is often approximated by 
S' = f(Sc — Se0). Figure 3 shows for a wide variety of amorphous materials the 
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experimentally determined values for 9A/dSe plotted versus the calculated ones 
assuming / = 1. The correlation is obvious and all data lie between f = 1 and 
f = 0.5. ‘

If during ion bombardment at normal beam incidence an in-plane stress <t_l 
exists, shear relaxation at T* is zero when the sum of the applied stress and the 
thermo-elastic stress in the track yields a purely hydrostatic pressure. The EFTA 
yields for crj_ (Trinkaus, 1995)

<T± = _1.16i±^G00«(r-7’o). (34)
1 — V

Obviously, for Se Seo, is independent of Se.
This in-plane stress can be determined from an experiment in which an amor

phous material, the thickness of which is much larger than the projected ion range, 
is bombarded with track generating ions. The ion-hammering effect creates in 
the bombarded layer a compressive stress which bends the sample. When <tj_ has 
been reached in the bombarded layer, ion hammering ceases and bending attains 
its saturation value. The corresponding bending radius is directly proportional 
to l/cr±. After applying a correction for finite irradiation temperatures using a 
scaling law of Trinkaus (1998), T* can be calculated from Equation (34). The 
results are listed in Table 1 and can be compared with T* determined from the 
relation ï]$(T*)/G = 5 x 10“12 s, where experimental data for 7js and G have 
been used. Details of this experiment will be published elsewhere. The agreement 
is astonishingly good, which demonstrates that the EFTA is self-consistent.

In the spike models of Sections 4 and 5 and in the EFTA, a common aspect 
is the neglect of the kinetics of the atomic motion. In the thermal-spike models 
instantaneous melting occurs for T > Tm and instantaneous freezing to the amor
phous phase for T < Tm. In the EFTA instantaneous shear stress relaxation occurs 
for T > T* and instantaneous freezing for T < T*. With these assumptions the 
evaluation of complicated time integrals can be avoided concerning the motion of 
the liquid-solid interface in the spike models and the strain rates in EFTA.

6.3. Trinkaus’ Constitutive Equations for Ion Hammering

In order to remove the unphysical assumption of a viscosity jump at T* in EFTA, 
Trinkaus (1998) formulated the constitutive equations of fluid track matter in an 
amorphous matrix (shear modulus G = Gx. bulk modulus ß)

eij = efj + + a(T - To)8ij (additivity of strains), (35)

3<^ = «ES% + 2G?'!
k=\

(Hooke’s law), (36)
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Table 1. In-plane stresses crj_ as derived from bending radii after irradiation 
of various glasses by 340-MeV Xe ions with = 6 x IO1-3 Xe/cm2 and 
120-MeV Kr ions with 3.5 x 1014 Kr/cm2, respectively. T* is calculated 
from Equation (34) after correction for finite irradiation temperatures 7). The 
results should be compared with T* in the last column, calculated from the 
relation ^(T*)/G = 5 x 10-12 s using experimental values for t] and G. Note 
that for Fe2oBgo T* is independent of the stopping powers as it is predicted 
by Equation (34).

360 MeV Xe, 4>r = 6 x 1013 Xe/cm2

T/ (K) <r_L (GPa) 
exp.

T* from cr±
(K)

T* from r)/G
(K)

PdgoSi2O 140 -0.42 920 960
Fe80B20 145 -1.2 1130 1130
Fe81Bl3.5Si3.5c2 85 -1.6 1150 1200
silica 300 -0.33 3500 3800

120 MeV Kr, = 3.5 x 1014 Kr/cm2

T (K) a_L (GPa) 
exp.

T* from crj_
(K)

T* from rj/G
(K)

Fe80B20 140 -1.3 1150 1130
Be40TÎ50Zr10 160 -0.60 1100 1020

• vis
àjj = 2ï]sëjj (Newtonian flow), (37)

where £,y , ezey' and ezv?s are the components of the total, elastic, and viscous strain 
tensors, respectively. The tilde restricts tensors to their deviatoric parts, for in
stance ct,7- = (Tij — å8ij with à = (1/3) a^. Equations (35) to (38) have to
be supplemented by the equation of motion. Trinkaus argued that in the bulk of 
the material, inertia terms may only be of importance at the beginning of the spike 
when an elastic wave packet is emitted. Thus, the equation of motion reduces to

Diva = 0. (38)

Equations (35) to (38) can be integrated if the appropriate boundary conditions 
and the lattice temperature field are specified.

Because numerous experimental results are available for quartz and vitre
ous silica and because carrier trapping proceeds very rapidly in these materials
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(see Section 3.3) the lattice temperature may be reasonably well simulated by a 
Gaussian temperature distribution (see Section 5)

(39)

with a2(t) = ö2(0)+4/cLr/(pcL) as in Section 5 and taking into account that amor
phous materials have no latent heat. The following material parameters for silica 
have been used: a(0) = 4.5 nm (from Section 5), = 2.2 W/mK, B = 45 GPa,
G = 34 GPa, CL = 1430 J/kgK, log(rçs/Pas) = -6.7 + 2.67 x 104/T and 
a = 1.7 x IO-6 K_1. The integration of Equations (35) to (38) has been performed 
by the finite-element method using a commercially available code (PDEase by 
PDE Solutions Inc.). The temperature field of Equation (39) has been embedded in 
a large slab of “silica” of 200 nm radius so that cut-off effects of the Gaussian can 
be ignored. The thickness of the slab was chosen to be 200 nm and To = 100 K 
to match the experimental conditions of Rotaru (2002). Since in Rotaru’s work 
the silica layer was on top of a thick silicon wafer, e = 0 was chosen at the 
bottom and a free surface at the top of the “silica” with a specific surface energy 
of 5 J/m2. The electronic energy relaxation time rn was varied between 0.02 and 
0.2 ps without detecting large differences in the final results. Experimentally, the 
track radius 7?T or the damage cross-section n R] is determined from a physical 
quantity which is sensitive to atomic rearrangements. In Trinkaus’ continuum 
model, irreversible atomic rearrangements are incorporated in evls. Accordingly, 
/?, is defined as the radial distance from the track center where evls falls to zero at 
any time. The deformation yield has been determined by using relation (32) with 
a radially averaged value of e™. The free surface allows for outflow of matter 
and subsequent hillock formation due to pressure relaxation. Depending on the 
electronic energy loss, freezing (evis —> 0) occurs between 5 and 15 ps. The 
calculations were extended by additional 10 ps to make sure that viscous flow 
has ceased completely (ev1s = 0). Then the temperature was set to To in order to 
calculate the quantities, which are accessible to experiment.

The results for the damage cross-sections are displayed as a function of Se in 
Figure 4 in comparison with the experimental values taken from Meftah et al. 
(1994) for quartz and from Rotaru (2002) for silica. As can be seen from Figure 4, 
the measured damage cross-sections and the stopping power threshold are rela
tively well reproduced with f = 0.6. Even better agreement can be obtained by 
using f = 0.7. With regard to the deformation yield displayed in Figure 5, the 
experimentally measured slope dA/dSe is well-reproduced with f = 0.6 but the 
calculated threshold is a factor of 3 to 4 too large.

At the free surface irreversible outflow of matter turns out to be undetectably 
small for ions with electronic energy losses below Se = 12 keV/nm. The height
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electronic energy loss (keV/nm)

Figure 4. Damage cross-sections as a function of Se for quartz and vitreous silica. The experimental 
data have been taken from Meftah et al. (1994) (full squares) and Rotaru (2002) (open circles). The 
open triangles represent the model calculations according to Equations (35) to (38). For the used 
parameters, see Section 6.3.

electronic energy loss (keV/nm)

Figure 5. Comparison between experiment (Klaumünzer, 2004, full squares, thin line) and model 
calculations (open triangle, thick line) of the deformation yield A for vitreous silica at Tq = 100 K. 
For the calculations the same parameters as in Figure 4 have been used.
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Figure 6. Hillock heights as measured by atomic force microscopy for vitreous silica versus Se 
(Rotaru, 2002, full squares) in comparison with the model calculations of Section 6.3 using the 
same parameters as in Figures 4 and 5 (full line).

of hillocks due to ion impacts grows rapidly above 17 keV/nm (Figure 6). Both 
the height h of the hillocks and the energy loss range, where they should become 
visible in an atomic force microscope, agree with the experiment of Rotaru (2002). 
However, in the experiment, not every ion impact leads to a detectable hillock. 
Rather, the ratio of detected hillocks to ion impacts varies unsystematically be
tween 0.22 and 0.68. Moreover, the experimentally measured hillock heights show 
no clear dependence on stopping power (see Figure 6). The origin of these “exper
imental fluctuations” is not yet clarified. One possibility is the desorption of matter 
by electronic excitations. In fact, the desorption or sputtering yield at normal beam 
incidence with ions of Se = 20 keV/nm is about 400 S1O2 molecules (Matsunami 
et al., 2003). According to Figures 4 and 6, at this stopping power, the calculated 
total hillock volume is about l/37tR^h %4x IO-20 cm3 containing about 900 
SiC>2 molecules. Therefore, sputtering and fluctuations in sputtering cannot be 
ignored and must have a significant effect on the measured height of the hillocks.

By using Equation (38) in the calculations, mechanical quasi-equilibrium has 
been assumed. However, the time dependence of e shows that, for ions with 
Se = 20 keV/nm, the matter at the track center close to the surface is acceler
ated to about 1000 m/s within 1 ps. Therefore, inertia terms in the equation of 
motion must be included and, with regard of the calculated hillock heights at 
large stopping powers (Se > 15 keV/nm) the calculations have to be repeated. 
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The importance of inertia effects in surface vicinity has already been pointed out 
by Trinkaus (1998), Bringa and Johnson (1998), and Jakas and Bringa (2000).

In the bulk, for most of the time, the motion is always sufficiently slow so 
that inertia terms can be neglected. However, in the early phase of the thermal 
spike (t < 1 ps), the neglect of inertia suppresses the formation of an outgoing 
elastic wave. Martynenko and Umansky (1994) estimated for a spherical spike 
that, depending on the initial temperature and the bulk modulus of the solid, 
between 5 and 50% of the initially deposited energy can be carried off by an 
elastic wave. Jakas and Bringa (2000) found for a cylindrical spike that, depending 
on the stopping power, this fraction varies between 5 and 30% in the time range 
where viscous flow occurs. Therefore, the value f = 0.6... 0.7 used in the finite- 
element-calculations is quite plausible. However, those authors emphasize that f 
depends on the magnitude of the initial excitation. This effect has not been taken 
into account in the present calculation and has also been ignored in the model of 
Szenes. Obviously, inertia terms must be included in the calculations in order to 
eliminate this parameter and to come closer to energy conservation.

7. Elements of Non-Equilibrium Thermodynamics

The models outlined in Sections 3 to 6 are continuum models and contain “tem
perature” as a key quantity. Therefore, these models must be compatible with 
non-equilibrium thermodynamics. The basis of non-equilibrium thermodynamics 
is the idea that a thermodynamic system, which is not in equilibrium as a whole, 
can be divided into sufficiently small volume elements in which equilibrium ther
modynamics applies. This idea, though not justifiable within the framework of 
thermodynamics, turns out to be an extremely successful physical concept. How
ever, this concept cannot be valid down to arbitrarily small length scales and, 
because ion tracks are objects on the nanometer scale, special care has to be taken 
on the limitations of the applicability of non-equilibrium thermodynamics.

In this section the discussion is restricted to the simplest case, a homogeneous 
isotropic material consisting of radiation-resistant chemical building blocks and 
exhibiting no phase transition. Non-radiolytic amorphous materials are nature’s 
best realization of this idealization. Sputtering, amorphization or ion-beam mixing 
are not considered. Furthermore, it is assumed that there exist only three degrees 
of freedom: temperature, a total strain tensor e, and an additional tensor ein. Of 
course, other degrees of freedom may exist but they are not of interest in the 
context of this paper. Then, for a small volume element, the basic equations of 
thermodynamics are (Kluitenberg, 1962)
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3

= -div J« + ^2
U=i

(mass conservation), (40)

(equation of motion), (41)

(first law of thermodynamics), (42)

(Gibbs relation). (43)

In these equations v = (v,) denotes the velocity of the volume element, a = (cr/j) 
the stress tensor, u the specific internal energy, Jf/ the heat flow, and s the specific 
entropy. The material time derivative is defined by

d a a
dr ar dXj

(44)

and the tensor of total strain rate by

(45)

Choosing as reference state the stress-free and undeformed material at uniform 
temperature 7b, s'" is identified as the tensor of inelastic strain; i.e., in the context 
of this work, ein = evls from Section 6.3. Thus, in lowest order of eel and 7, 
Equations (35) and (36) can be recovered. Of course, the restriction to the lowest 
order of eel implies the exclusion of shock phenomena.

Using the Onsager relations and exploiting the second law of thermodynamics, 
d.s > 0, Kluitenberg (1962) finds for a liquid without memory the following 
relations

(46)

(47)

(48) 



320 S. Klaumünzer MfM 52

with À, rjs and > 0 and t equals a. A liquid without memory is a liquid in 
which the entropy does not depend on the state of deformation or, in other words, 
the configurational part of the entropy is independent of the state of irreversible 
deformation. Equation (47) is identical with Equation (37).

Equation (48) describes an irreversible change in volume with the bulk vis
cosity Because irradiation experiments are typically performed between 80 < 
To < 300 K, the track temperature is usually much higher than To. Because the 
high-temperature thermal expansion coefficient is usually positive an overpressure 
exists in the track core resulting in a density increase if z/b/B matches with the 
lifetime of the thermal spike. With ongoing irradiation this increase must stop at 
some time, implying A change in rçB, however, implies a structural
change and possibly also a change in configurational entropy. Thus, in order to 
be self-consistent with the assumption that the track fluid has no memory, 
must be sufficiently large for the virgin material so that ion-track-induced volume 
changes are zero or at least negligibly small. Therefore, in Trinkaus’ constitutive 
equations, — oo is assumed. They describe the simplest case of the mechanical 
behavior of fluid ion track matter compatible with non-equilibrium thermodynam
ics. Densely packed metallic glasses seem to approach this ideal case rather well 
(Hou et al., 1990). In Pyrex, a borosilicate glass, tracks have the same mass den
sity as the virgin material (Klaumünzer et al., 1987). In vitreous silica, however, 
the track core is approximately 3% more compact than the unirradiated glass, 
and r/B approaches infinity after the whole sample volume is covered with tracks 
(Klaumünzer, 2004).

Equations (42) and (43) couple the thermodynamic quantities u and s with the 
mechanical quantities a and e. From ion hammering of silica one can estimate 
that the relation

/cL|div(grad T)\ » 
3

y? Gijèij 
hj=l

holds. In this case, the mechanical and thermodynamical equations can be solved 
independently. In metallic glasses, however, due to their large thermal expansion 
coefficient, the strain rates and stresses can be one to two orders of magnitude 
larger than in silica. In this case it is possible that for a correct calculation of 
the temperature distribution, the motion of the track matter has to be taken into 
account.

Writing u = pC\_T and combining Equation (42) with Equation (46), Fourier’s 
law of heat conduction is recovered as it is used in all models of Sections 3 to
6. It is well known that Fourier’s law has the deficiency to allow for infinitely 
large velocities of heat dissipation, in contradiction to the fact that phonons cannot 
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exceed the velocity of sound. There is an attempt in thermal spike calculations 
(Schwartz et al., 2006) to modify Fourier’s law to limit heat dissipation velocities. 
But one should keep in mind that this specific modification is in contradiction with 
the second law of thermodynamics.

Application of non-equilibrium thermodynamics must be handled with care 
when the characteristic length of the objects of interest approaches the mean free 
path of the heat carriers. Limitations of Fourier’s law can be derived from solu
tions of the Boltzmann transport equation applying large temperature gradients 
(Simons, 1971). Fourier’s law is valid if

37l
—~^Ph « 7L 
dr

(49)

holds. For vitreous silica and high temperatures, the mean free path between 
phonon-phonon collisions £ph is about 1 nm (Zeller and Pohl, 1971). Taking a 
Gaussian temperature distribution with the parameters of Section 6.3, we find 
that, for all times of interest, Equation (49) is only fulfilled in the vicinity of 
the track center (r < 0.5 nm). The same situation is encountered in the spike of 
Toulemonde et al. As one can infer from Equation (30), ^ph ~ 1 nm holds for 
all materials at the melting point. Therefore, in general, the lattice temperature 
concept of the thermal-spike models of Sections 4 and 5 has no rigorous founda
tion in non-equilibrium thermodynamics. In particular, the warning of Bringa and 
Johnson (1998) that the use of classical heat transport in ion track physics rep
resents only a very rough approximation, is independent of the specific potential 
they have used.

In the case of mass transport in fluids, the limitations of Newtonian viscous 
flow can be inferred from modern theories on viscous flow in dense matter (Alley 
and Adler, 1983; Montanero and Santos, 1996; Santos et al., 1998). Equation (47) 
is valid if for all z, J = 1,..., 3

(50)

holds, with uy = ^2k^T/m the characteristic thermal velocity of the fluid atoms 
of mass m and their mean free path £a between two collisions. Even for strain 
rates as high as 1011 s_1 the inequality (50) holds, because £a is smaller than a 
tenth of an atomic diameter (Turnbull and Cohen, 1970). Therefore, in spite of the 
smallness of ion tracks, continuum mechanics still provides a reliable basis for 
ion track mechanics.
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In the energy-transport model, additional limitations have to be considered to 
make sure that thermodynamics holds. In analogy to Equation (49) application of 
thermodynamics to an electron gas presumes the relation

(51) 
dr

where denotes the mean free path of the electrons in the conduction band. For 
the number density n of electrons the condition

dn
—<£ n (52)
dr

must be fulfilled. Similar relations exist also for the holes of the valence band. 
Because the energy-transport model has not been applied yet to ion track physics, 
calculations have to show whether this model offers a better founded approach 
than the presently used thermal-spike models.

8. Conclusions

In the preceding section serious objections could be made against the thermal
spike models presently used. On the other hand, as has been demonstrated in 
Section 6.3, they provide a basis for data interpretation which reproduces the 
correct order of magnitude of experimental results. Of course, critical tests of 
models containing free parameters require not only comparison with track radii 
but other experimental quantities should be reproduced as well. It seems that, in 
all thermal-spike models presently in use, Fourier’s law is the weakest link. Boltz
mann transport equations have to be solved in order to get more insight into the 
errors made by the application of Fourier’s law. Model solutions of the Boltzmann 
equation are available if only one scattering process is dominant (Stratton, 1962). 
But if more than one scattering process is important, the computations become 
expensive. Triggered by the wealth of available experimental data, thermal-spike 
models have been predominantly applied to insulators. However, the comparison 
of the thermal-spike models with the energy-transport model has shown that track 
physics in metals and alloys is probably much simpler. Perhaps, both, from the 
experimental and theoretical side, one should concentrate more on this class of 
materials.

Parallel to the investigations of solutions of the Boltzmann equation Trinkaus’ 
constitutive equations should be tested for a wider variety of materials and exper
imental boundary conditions. Terms describing inertia and material loss at free 
surfaces must be included to promote at least a semi-quantitative understanding 
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of surface phenomena like the giant jet-like sputtering of LiF (Toulemonde et al., 
2002), droplet formation on NiO (Schattat et al., 2005), and surface dewetting of 
NiO on silicon (Boise et al., 2006).

Molecular dynamics simulations can help to unveil limitations of continuum 
mechanics, in particular, when fluctuations dominate the processes. However, 
the present-state-of-art molecular dynamics cannot help to bridge the gap in our 
knowledge, starting from the electronic excitations and ending at the atomic mo
tion, unless the codes allow dealing simultaneously with a great number of atoms, 
a great number of electronic excitations, and the concomitant variations in the 
interatomic potentials.
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1. Introduction

Transmission electron microscopy (TEM) has been used in the study of radiation 
damage in solids almost since the beginning of such studies; however, in recent 
decades, the ever-improving resolution of microscopes has enabled researchers 
to resolve defect structures resulting from single ion impacts, rendering this a 
very powerful experimental tool. In addition, in a small number of laboratories 
around the world, facilities exist in which it is possible to ion-irradiate thin foils 
in-situ in a TEM. These facilities add an important dimension by allowing obser
vation of ion-induced defect morphologies as they develop during continuous ion 
irradiation.

The author has spent 15 years using an in-situ TEM/ion irradiation facility 
at Argonne National Laboratory, USA and has also collaborated on experiments 
using a high voltage electron microscope at the National Institute for Materials 
Science in Tsukuba, Japan. In this latter machine, displacement damage is created 
by the electrons used for imaging. In both these facilities, experiments have been 
conducted that have yielded unique insights into radiation damage processes.

This paper is an attempt to elucidate the problems in ion beam physics that have 
been solved by this approach and also to discuss those problems that remain to be 
solved. Work will be presented on single-ion impacts on metal surfaces, inert gas 
bubbles in semiconductors and metals and single-ion induced amorphous zones 
in silicon.
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2. Thermal Spike-Induced Plastic Flow

2.1. Background

Above a certain energy density, the interaction of an energetic ion with a solid 
can no longer be successfully described as an orderly series of binary collisions 
involving the impinging ion and recoiling substrate atoms. As first suggested by 
Brinkman (1954), when the mean free path between displacing collisions ap
proaches the interatomic spacing of the substrate, this description breaks down 
and instead one must think in terms of the formation of a small highly disturbed 
region, in which the mean kinetic energy of the atoms may be up to several eV, 
known as an energy or displacement spike. At some time after the initial energy 
deposition (of order tens of picoseconds), the kinetic energy in the spike may 
be shared in a continuous distribution by all the atoms within the spike region. 
Under some conditions this may give rise to an effective temperature within the 
spike zone significantly above that required for melting - this phase is generally 
referred to as a thermal spike.

Spikes resulting from single ion impacts were first discussed in the scientific 
literature more than 50 years ago; experimentally, however, until much more re
cently it has been difficult to study the effects of individual spikes as they are 
both small - typically of the order of a few nanometres in diameter - and of 
short duration - of order tens of picoseconds. Obtaining information on spikes 
resulting from individual ions thus necessitates techniques with a high spatial 
resolution. Unfortunately, no technique with adequate spatial resolution has a 
temporal resolution within orders of magnitude of spike lifetimes so that, as far 
as temporal resolution is concerned, observations are always of morphologies that 
include the effects of the displacement spike, the thermal spike and any ensuing 
defect annealing processes that may take place on timescales of milliseconds or 
more.

Over the last 30 years or so, as mentioned in the Introduction, the resolution 
of electron microscopes has improved and advances in the speed and capacity of 
computers have enabled the accurate modeling of larger and larger assemblies of 
atoms using molecular dynamics (MD) simulations. With this convergence, it is 
now possible both to image individual spike effects in the transmission electron 
microscope and to perform MD simulations of spike effects on “crystallites” of 
reasonable size. Currently, primary recoil energies are limited by the crystallite 
size to 100-200 keV which is more than adequate to give significant insights into 
spike processes with simulations running up to times of tens of picoseconds after 
the simulated impact.
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In 1981 in a review of high-density cascade effects, Thompson (1981) posed 
two interesting questions on the nature of spike processes and these remained 
substantially unresolved until the last decade. The questions were: (i) “is it legiti
mate to use the concept of a vibrational temperature when the number of atoms in 
the spike (typically of the order of 104) may not be sufficient to be described by 
Maxwell-Boltzmann statistics?” and (ii) “is the duration of the spike (typically of 
the order of 10-11 seconds) sufficient for any major mass transport to occur?”

Recent TEM and MD work has conclusively answered question (ii) with at 
least empirical implications for question (i). In this sense the question of plastic 
flow resulting from spike effects is a solved problem in ion beam science as the 
next few paragraphs will illustrate.

2.2. Crater Formation

Using a facility at Argonne National Laboratory in which an ion beam is incident 
on thin foil specimens in-situ in a TEM (Allen et al., 1989), Donnelly and Birtcher 
(1999) studied the effect of single-ion impacts on the surfaces of a number of 
metals. Typically, in these experiments the specimen was tilted 15° towards the 
ion beam so that both ions and electrons were incident on the specimen at 15° 
to the foil normal and specimens were irradiated with Xe+ ions at energies in 
the range 50-400 keV at fluxes of order 1011 ions/cm2/s. The Au films were of 
thickness approximately 60 nm, made by thermal evaporation onto heated NaCl.

By defocusing the objective lens of the microscope (in a similar way to that 
generally done when imaging bubbles and voids), surface features arising from 
single ion impacts were imaged. Images were obtained under bright-field condi
tions, on regions of the (somewhat bent films) in which no Bragg reflection was 
strongly excited. Under such conditions, approximately 1000 nm of defocus of the 
objective lens yields images in which depressions (e.g. craters) on either surface 
of the foil are seen as areas of lighter contrast than the background and may be 
delineated by a dark Fresnel fringe. Similarly a small mound or particle on the 
surface appears darker than the background and may have a light fringe around 
it. A similar degree of overfocus gives rise to images in which this contrast is 
reversed, i.e. small craters appear darker than the background and small particles 
appear lighter than the background. In these experiments, at the magnification 
generally used (100 000), the area under observation measured approximately 
110 x 85 nm and images of this area were recorded on videotape with a time 
resolution of a single video frame (l/30th second) and, at the flux used in the 
experiments (2.5 x 10" ions/cm2/s), approximately 20 ions impact on this area 
every second. With creation rates of between 0.02 and 0.05 craters per ion on Au, 
this results on average in a new crater appearing in the 110 x 85 nm area every 1-2



MfM 52 Electron Microscopy Studies of Radiation Damage 333

5 nm

0^
3

w

50 52
Figure 1. The creation and subsequent annihilation of a crater as a result of impacts of individual 
400 keV Xe ions. Experiments carried out a room temperature. The numbers are video frame 
numbers (i.e. time steps in units of 1/30 s). Experiments carried out a room temperature. From 
Donnelly et al. (2005).

seconds. However, as will be discussed later, craters are unstable under irradiation 
and are rapidly filled in by material transported from other impact sites. This can 
be clearly seen in the “Craters” video-clip which can be streamed or downloaded 
via the internet (Donnelly, 2006).

The video-recording thus gives the impression of a surface exhibiting almost 
fluid-like properties on which a crater (sometimes along with expelled material) 
suddenly appears and then disappears over several seconds, during which time 
new craters appear. A frame-by-frame analysis, however, reveals that both crater 
creation and the flow that causes crater annihilation are discrete processes re
sulting from single ion impact effects. By using stereoscopic techniques it was 
also possible to show that for 400 keV irradiations, craters appeared on both the 
entrance and exit surfaces of the film - consistent with the results of simulations of 
energy/damage distributions in gold, using the Monte-Carlo code SRIM (Ziegler 
et al., 1985) which indicate that, in a 60 nm foil, energetic collisions take place 
near both surfaces at this energy.

Figure 1 shows a sequence of four images, digitized from videotape, of the 
same area of the gold foil. A crater is formed by a single ion impact, survives 
unchanged for just under two seconds and then is partially annihilated by a subse-
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Figure 2. Examples of large features (consisting of craters and expelled material) on Au resulting 
from single ion impacts of Xe ions at energies of (a) 200 keV and (b) and (c) 400 keV. The images 
have been digitized from video recordings. Note that the imaging conditions 1000 nm of objective 
lens underfocus) that give rise to craters appearing with a lighter contrast than the background, give 
rise to the observed darker contrast for expelled material on the surface of the foil. See text for 
details. Experiments carried out a room temperature. From Donnelly et al. (2005).

quent ion impact. The numbers on each part of the figure indicate the video-frame 
from which the image was taken and thus indicate the passage of time in units 
of l/3()th second. An important aspect of the study illustrated here is the general 
observation that craters are annihilated by subsequent individual ion impacts. As 
a result of this, experiments in which specimens were ion irradiated and then 
subsequently examined “post-mortem” for craters by TEM, such as the work by 
Merkle and Jäger (1981), significantly underestimated crater creation efficiencies. 
This is an example where in-situ TEM observations are essential if the dynamics 
of the process are to be understood.

Although the creation and annihilation of the regular crater shown in Figure 1 
give little clue to the mechanisms responsible, these can be more easily gleaned 
from the images shown in Figure 2 where four craters resulting from impacts of 
Xe ions on Au at energies of (a) 50 keV, (b) 200 keV and (c) and (d) 400 keV 
Xe are shown. In each case, the crater appeared between successive video frames 
and thus resulted from a single ion impact. In particular, Figures 2b and 2c are 
strongly indicative of an expelled liquid droplet - fully separated from the crater in 
Figure 2c. This conclusion is confirmed by MD simulations of Xe ion irradiation
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Figure 3. Structures observed in molecular dynamics simulations of impacts of 100 keV Xe ions on 
Au surfaces. In these images, the lighter shaded atoms are below the original surface and the darker 
shaded ones above. The arrow in panel “b” indicates a particle ejected from the crater by means of 
a “slingshot” process. From Donnelly et al. (2005).

of a {100} Au surface by Nordlund et al. recently reviewed by Donnelly et al. 
(2005) which exhibit a range of crater morphologies matching those observed 
experimentally. Examples of these are shown in Figure 3 in which MD simulations 
of single heavy-ion impacts have resulted in the formation of craters surrounded 
by expelled material and a small expelled droplet as indicated by the arrow in 
Figure 3b.

The comparison of the experimental results with those of the MD work makes 
it clear that, for many craters, there has been significant mass transport of material 
from the impact site, answering Thompson’s question (ii) in the introduction in 
the affirmative. Also experimentally, the form of the expelled material (i.e. not 
having the same shape as its crater) provides qualitative evidence that it may have 
been expelled as a liquid droplet and this is exactly borne out by the MD work. 
Regardless of whether or not the spatial and temporal dimensions of the spike are 
sufficient to permit the use of Maxwell-Boltzmann statistics, the images and sim
ulations indicate that macroscopic concepts such as melting and flow in response 
to surface tension forces, and quenching, provide a satisfactory description of the 
spike-induced crater creation process.

Although, in the majority of craters where expelled material could be seen, 
the above description seems appropriate, in a number of instances, small craters 
occasionally appeared to be accompanied by a solid plug of material having the 
approximate form of the crater. Such a crater is illustrated in Figure 2d). This 
is similar to the “lid” images recorded by Merkle and Jäger (1981). For such 
craters, we follow the interpretation of Merkle and Jäger that these result from 
spikes a sufficient distance below the surface such that a solid disc of material is
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Figure 4. Microstructural evolution in Au during 200 keV Xe irradiation at room temperature: 
(i) the creation of a hole (B) by the impact of a single 200 keV Xe+ ion, (ii) the change in shape of 
a protruding part of the gold foil following a single impact in the region indicated by “C”. In each 
case the pair of images has been digitised from successive frames of a video-recording of the in-situ 
experiment. Experiments carried out a room temperature.

punched out by the large pressure increase that accompanies the thermal spike. 
MD simulations of 10 keV self ion impacts on gold (Averback and Ghaly, 1994) 
indeed indicate that large pressures as well as large temperatures may occur in a 
spike, albeit for very short periods.

2.3. Hole Formation

Finally, in an experiment in which a wedge-shaped, electro-chemically thinned 
gold foil was irradiated with 200 keV Xe ions, individual ion impacts were ob
served to produce holes through the thinnest areas of the foil (estimated to be 
20-30 nm in thickness). Such an event can be seen in Figure 4(i) in which the two 
panels are separated by a single video frame. The light areas are holes punched 
entirely through the foil. Hole “B” forms due to a single ion impact next to pre
existing hole “A” which is partially filled in, in the area indicated by the arrow, by 
material expelled from hole “B”. In addition, impacts at the edges of the foil could 
be seen to cause localised melting followed by a thickening of the material under 
the influence of surface tension forces as shown in Figure 4(ii) in which the two 
panels are again separated by a single video frame. This “pulsed, localized flow” 
resulted in a relatively rapid loss (by thickening rather than sputtering) of the 
thin areas of the foils. A much clearer picture of these process than it is possible 
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to convey from static images is to be seen in the video-clip “Holes” (Donnelly, 
2006).

3. Inert Gas Bubbles in Solids

3.1. Background

Technological interest in inert gases in solids stems primarily from materials 
problems associated with the operation of both fission and fusion reactors. In
ert gases, that are either directly injected or result from transmutation reactions 
in the reactor materials, tend to agglomerate at regions of low electron density 
and may form high concentrations of nanometre-sized bubbles. This can result 
in lifetime-limiting problems for reactor components such as grain-boundary em
brittlement, swelling, blistering and exfoliation. More recently, however, cavities 
deliberately formed by ion implantation of helium into silicon have been inves
tigated as possible proximity gettering sites for transition metal impurities. In all 
cases, a fundamental understanding of the nucleation and growth processes are of 
importance in dealing with the technological issues.

3.2. Growth Mechanism for Helium Bubbles in Silicon

Small helium bubbles are observed to form in silicon following ion implantation 
at room temperature. Subsequent annealing, at temperatures of 800°C or higher, 
results in the growth of the bubbles and the out-diffusion of the gas to yield the 
larger facetted voids which are of interest for potential use in the gettering of 
metallic impurities (Petersen et al. 1997). Until recently, an unsolved problem 
in ion-beam physics was the mechanism of bubble growth in helium-implanted 
silicon. Although a theoretical analysis by Evans (2002) had indicated that the 
operative mechanism should be motion and coalescence, rather than Ostwald 
ripening, experimental evidence on this issue was ambiguous.

This is a problem that is clearly, in principle, resolvable by TEM observations 
using a hot stage in which the growth of the cavities could be directly observed. 
Unfortunately, however, even at the moderate magnifications (~5() 000-100 000) 
necessary to image nanometer-sized cavities, thermal drift when using the hot- 
stage renders direct observation of cavity growth difficult. The area of interest 
drifts significantly as the temperature is raised and is periodically brought back 
into the centre of the field of view of the video camera resulting in a very “jerky” 
video sequence - particularly when the sequence is speeded up in an attempt to 
deduce the cavity growth mechanisms. By the time the drift has reduced to a 
degree that enables individual cavities to be observed, most of the motion and
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Figure 5. Bright-field underfocused images digitised from a video-recording of an annealing ex
periment on helium bubbles in silicon. (Note that the contrast has been reversed for clarity of 
reproduction.) The time interval between successive images is 3.3 seconds. The two cavities in
dicated by arrows in (a) have moved closer together in (b) and have coalesced into the single bubble 
indicated by the arrow in (c).

coalescence has occurred. Cavities are observed to have grown or disappeared due 
to coalescence but the motion that has led to this is not directly observed leading 
to the false conclusions that growth has occurred by Ostwald ripening (Donnelly 
et al., 2001). This is illustrated in two video clips (Donnelly, 2006). “HeBubOl” 
is a real-time sequence which illustrates the degree of drift during an annealing 
experiment. “HeBub02” is a sequence that has been speeded up by a factor of 25 in 
which considerable bubble growth takes place; however, it is extremely difficult 
either by viewing the video-clip or by examining consecutive single frames to 
determine the mechanism of bubble growth.

The effects of this thermal drift can, however, be largely removed by centering 
and cropping the individual frames that make up the video-clip and reassembling 
the treated frames into a new video sequence. “HeBub()3” (Donnelly, 2006) is a 
short clip, speeded up by a factor of 100, that has been treated in this way. It is 
perfectly clear from this clip that considerable bubble movement is taking place 
and that, in this temperature interval (780-840°C), cavity growth unequivocally 
takes place by motion and coalescence. Figure 5 shows three frames taken from 
this clip and illustrates the difficulty of making deductions from the static images. 
Having viewed the video-clip, it is fairly clear that, for instance, the bubbles 
indicated by the arrows undergo relative motion and coalescence. However, it 
would be difficult by analysis of the static images alone, to come to unambiguous 
conclusions regarding growth mechanisms.

During random (Brownian) motion in a solid, when a cavity migrates in any 
particular direction, there must be transport of substrate atoms in the opposite 



MfM 52 Electron Microscopy Studies of Radiation Damage 339

direction or (equivalently) motion of vacancies in the same direction. This can 
occur either as a result of the diffusion of vacancies and/or interstitials through 
the bulk solid or by the motion of adatoms and/or surface vacancies at the surface 
of the cavity. Bulk diffusion in silicon occurs at an energy of 4.75 eV (Bracht 
et al., 1998) and thus will not be relevant at the temperatures of interest here 
(<1000°C). Surface diffusion occurs with a lower activation energy and is likely 
to be the relevant mechanism of cavity motion in the temperature range of interest.

Diffusivity is proportional to the square of the step length and the jump fre
quency, v. Allen et al. (1999) have shown that, for a cavity, the step length is given 
by À//V, where À is the atomic jump distance and N is the number of vacancies in 
the cavity and that the cavity diffusivity, Dc, can thus be written as:

Dc
1
4 (1)

where the factor of 1/4 arises for observed projected displacements. Using the 
proportionality between r.m.s. displacement and VDct, where t is time, Birtcher et 
al. (1999) have derived the following equation for the r.m.s. distance, rrms, moved 
by a cavity in time interval At:

rrins = 2^x/v0e£s/fcTAr,
(2)

where Es is the activation energy for surface diffusion, Vo is the jump attempt 
rate, T is temperature and k is Boltzmann’s constant. This leads to the following 
expression for the cavity velocity, vc, along the projected path, observed from 
successive video frames recorded with a frame rate of 1/At:

(3)

where Ar is 1/30 second.
Surface diffusion on silicon surfaces has been measured using scanning probe 

microscopy techniques to have activation energies varying from 1.3 eV to 2.1 eV 
for different surfaces ({100} and {111}) under different experimental conditions 
(Kitamura et al., 1993; Ichimiya et al., 1997). Using Equation (3) and taking an 
intermediate value of Es of 1.7 eV, which has been identified as the diffusion en
ergy of dimer vacancies on a {100} Si surface (Kitamura et al., 1993), vc has been 
plotted as a function of bubble radius for a number of different temperatures in 
Figure 6. From this figure it can be seen that at 800°C, a cavity of radius between 
20 and 40 Å would migrate at a speed from 10 to 1 Å/s - approximately consistent 
with the motion observed in the processed video-clip “HeBub03”.
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Cavity radius (Å)
Figure 6. Calculated rate of movement of cavities at different temperatures due to surface diffusion 
with an activation energy of 1.7 eV as a function of radius. See text for details. From Donnelly et 
al. (2001).

Cavity growth in silicon thus has been unequivocally shown to occur by 
surface-diffusion induced motion and coalescence, in agreement with the theo
retical findings of Evans (2002) and is thus now a solved problem in ion-beam 
physics.

3.3. Solid Xe Bubbles in Al - Background

Inert gas atoms generally have negligible solubility in metals and, as in the case of 
silicon, condense into nanometer-sized gas-filled cavities. Although research on 
inert gases in solids in general and in metals in particular has been undertaken for 
many decades and has established many aspects of their behaviour, until recently 
there have been a number of unanswered questions regarding their behaviour. For 
the heavier gases, in some circumstances, the inert gas in the cavities may be in 
solid form at room temperature so that “precipitate” probably provides a more 
useful description than “cavity” or “bubble”. The high (Gigapascal) pressures 
necessary for the gases to be solid at room temperature result from simple surface 
energy or surface tension considerations: gas within a small three-dimensional 
vacancy cluster will prevent its collapse to a vacancy-type dislocation loop. For
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a spherical cavity of radius R, an equilibrium pressure of Peq will prevent this 
collapse and result in a cavity with no stress in the surrounding material where:

(4)

where y is the interface free energy, which in the case of an inert gas precipitate 
will be close to the value for the free surface. In principle, the pressure given by 
Equation (4) may be a lower bound to the pressure within such precipitates with 
the upper limit being determined by the pressure necessary to punch a dislocation 
loop, PLp, which has been shown by Trinkaus (1983), following Greenwood et al. 
(1959), to be approximately given by:

R + R ’ (5)

where // is the shear modulus of the substrate and b is the magnitude of the burgers 
vector of the dislocation loop (assumed to have the same radius as the precipitate). 
For a cavity of radius 1 nm in aluminium, Equations (4) and (5) yield pressures of 
approximately 2 and 9 GPa respectively.

In the 1980s, researchers first identified solid precipitates of argon, krypton and 
xenon in a variety of fee metals in electron diffraction experiments and found that 
the precipitates were epitaxial (but non-commensurate) with the substrate (Tem
plier et al., 1986). In hep metals the precipitates were observed themselves to have 
an hep structure again epitaxial with the substrate (Evans and Mazey, 1986), and 
in bcc metals they were observed to have an fee structure with the densely packed 
(111) planes in the inert gas in contact with the densely packed (110) planes 
in the metal (Templier, 1991). The pressures determined from lattice parameter 
measurements obtained from diffraction patterns, coupled with bulk equations of 
state indicated that the precipitates were, in general, close to the equilibrium pres
sure given by Equation (4). The inevitable creation of vacancies (and interstitials) 
during the injection of inert gases by ion implantation presumably ensures that 
sufficient vacancies are always available for pressure equilibration to take place.

The detailed structure of inert gas precipitates was subsequently elucidated 
by high-resolution phase contrast electron microscopy (Donnelly and Rossouw, 
1985; Birtcher et al., 1999) and a typical high resolution image of a Xe precipitate 
in Al is shown in Figure 7 (details of how this image was obtained will be pre
sented below). The precipitates are generally observed to be of a tetradecahedral 
shape - that is an octahedral cavity bounded by {111} planes, truncated by 6 
{100} facets. This shape and its projection along two low index directions is also 
illustrated in Figure 7.
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Figure 7. Schematic illustration of the tetradecahedral form of Xe precipitates in Al. Right-hand im
ages are two different projections of the precipitate. The lower, left hand image is a high-resolution 
electron micrograph of a Xe precipitate in Al where the black contrast is from the Xe atom columns 
viewed along [110]. See text for details.

As in the case of He bubbles in Si, Xe precipitates in Al also grow on annealing 
and if this is as a result of motion and coalescence it is unclear as to how that 
process might occur - particularly given the fact that the inert gas within the cavity 
is in solid form. Questions that required answering in this regard include:

(i) Do solid inert gas precipitates grow by motion and coalescence?
(ii) If so, by what mechanism does a solid precipitate migrate?

and, as precipitates are generally observed to be close in shape to that shown in 
Figure 7:

(iii) What processes occur to bring a larger precipitate, formed by coalescence of 
two smaller ones, back to a compact, truncated octahedral shape?
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3.4. High-Resolution Observations

These particular issues have been resolved by high-resolution TEM (HRTEM) 
work carried out using the JEM ARM-1000 high-voltage TEM at the National 
Institute for Materials Science in Tsukuba, Japan (formerly, the National Research 
Institute for Metals) and it is this that will be discussed below. The microscope was 
operated at a voltage of 1 MV and in general the HRTEM images were recorded 
with the incident electron beam tilted approximately 3° from an Al(110) direction 
in order to provide clear Xe images. A (non-Scherzer) defocus of approximately 
—76 nm was used essentially to filter out information from the aluminium sub
strate and provide clear Xe images (Furuya et al., 1998). Using a video camera 
and an on-line image processing system (giving a 5-frame average) images were 
obtained with sufficient contrast and intensity to be recorded directly onto stan
dard S-VHS videotape at a frame rate of 30 s-1. With the frame averaging, the 
temporal resolution of the system was thus 1/6 second. The specimens were 3mm 
Al discs (99.999%-pure) thinned by electropolishing. Ion implantations were car
ried out at room temperature with 30 keV Xe ions to a fluence of 2 x 1016 ions 
cm“2. Some specimens were then vacuum-annealed at 300°C for 30 minutes to 
reduce radiation damage within the substrate and to consolidate the Xe within the 
precipitates.

3.4.1. Precipitate Shape Change
High voltage microscopy is not a non-perturbatory experimental technique. A 
1 MeV electron may transfer up to 161 eV to an aluminium and also 33 eV to 
a Xe atom. This will result in displacements in the Al and probably in the Xe also 
(the displacement energy is not known in solid Xe). In addition a 161 eV Al recoil 
can transfer a maximum of 91 eV to a Xe atom. Under the viewing conditions 
used for the experiments a displacement rate of approximately I dpa per minute 
for the aluminium has been estimated. This high displacement rate means that 
the precipitates are continually interacting with a significant flux of vacancies and 
interstitials the effects of which can be seen in the video-clip “XeAlOl” (Donnelly, 
2006) and in still frames captured from the clip and shown in Figure 8.

The figure shows four images of a single Xe precipitate taken at different times 
(indicated in seconds in each image) from an arbitrary starting time. The images 
were recorded with the electron beam incident close to a (110) zone axis, under 
conditions such that contrast from the Al is faint but the Xe atom columns are 
clearly visible as black spots. The precipitate at t = 0 is clearly faceted and the 
image is consistent with a [110] projection of a truncated octahedron as shown in 
Figure 7 although it has departed somewhat from the equilibrium Wulff net shape 
(Wulff, 1901).
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Figure 8. HRTEM images digitised from videotape of a Xe precipitate in Al undergoing shape 
changes induced by 1 MeV electron irradiation. Each image is an average of 5 frames. Numbers 
indicate time in seconds. From Donnelly et al. (1997).

With the exception of the image taken at 94 seconds, the images in Figure 8 
all appear to correspond to a projection of this 14-sided shape but with facets of 
varying size. At 94 seconds, the precipitate departs somewhat from this shape as 
a consequence of having “missing” atoms at one vertex of the structure.

In many images (e.g. / = 0 image in Figure 8), {111} Al fringes are visible 
enabling a comparison to be made between the Xe and Al interplanar spacings. 
The ratio of the lattice constants of the two materials exhibits values ranging from 
about 1.4-1.5 yielding a lattice constant for the Xe in the range 0.57-0.61 nm. 
Assuming that a macroscopic equation of state (EOS) is valid for such small 
particles and using an EOS due to Ronchi (1980) the atomic density that this range 
of lattice spacing represents, corresponds to pressures between approximately 10 
and 30 kbar.

The projected “radius” of the precipitate in Figure 8 is in the range 1.2 to 
1.5 nm for which Equation (2) yields values in the range 15-18 kbar; implying 
that the precipitate is probably close to equilibrium pressure.

The impact of 1 MeV electrons with aluminium atoms in an Al plane im
mediately in front of the Xe precipitate (w.r.t. the electron beam) will tend to 
inject Al atoms into the Xe. Such atoms may be expected to diffuse through the 
Xe to one of the 14 planes making up the Al cavity. This clearly will have a 
randomising effect on the cavity shape; however the Al adatoms arriving on the 
cavity facets might be expected to surface diffuse until becoming trapped at a 
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ledge or vertex. In time, this process may result in the growth of an extra plane of 
atoms on a facet. Essentially, this is a process whereby Al atoms are transferred 
from one facet to another. In addition, electron impacts with the Al atoms in the 
rear facets of the cavity (w.r.t. electron beam) will leave additional Al vacancies at 
the surface of the cavity thus randomising the atomic arrangement on the facet and 
augmenting the cavity volume. However, the precipitate will also interact with the 
large numbers of mobile vacancies and self-interstitial atoms (SIAs) caused by 
displacement events in the aluminium. In this way, the system will act to keep the 
precipitate at equilibrium pressure (thus preventing any net growth) with a shape 
tending towards the minimum energy form defined by the Wulff construction 
(Wulff, 1901).

The predominant impression that is gained from viewing the speeded-up video
clip “XeAlOl” is that the cavity containing the Xe is continually and randomly 
changing its shape by the growth or removal of planes of atoms on facets and 
that the Xe, always retaining its crystalline structure, is “repacking” itself into 
the altered cavity shape. Room temperature Xe at high pressure is a solid with a 
very low shear modulus so that, in the video clip, the Xe is seen to adapt to the 
changing shape of the cavity by shear processes. The overall effect is to cause a 
random variation of the position of the centre of mass of the precipitate causing 
it to undergo a degree of stochastic (Brownian) motion, similar to that caused by 
surface diffusion processes in the helium-induced cavities in Si.

3.4.2. Precipitate Motion
The effect of this process on a small cluster can be seen in video clip “XeA103” 
(Donnelly, 2006) where such a cluster can be clearly see to migrate. Two frames 
from this video sequence are shown in Figures 9a and 9b. The frames are sepa
rated by 23 seconds and the cluster has moved approximately 1 nm in this time. 
Figure 9c shows an image of this small cluster in which it has a symmetric form 
from which (on the assumption of square {100} facets) one can deduce that the 
cluster contains 38 Xe atoms as shown in Figure 9d.

3.4.3. Coalescence
As in the case of thermally-induced motion, this displacement-induced motion 
will result in the coalescence of the Xe precipitates and, indeed the precipitate 
distribution is seen to coarsen under continued electron irradiation. The coales
cence of two solid precipitates can be seen in the video-clip “XeA105” (Donnelly, 
2006) and four frames from this clip are shown in Figure 10. The stochastic mo
tion discussed above is observed to result in the two precipitates coming within 
approximately 0.5 nm of one another, at which time the two atomic planes of Al 
separating them ruptures leading to coalescence into an initially elongated precip-
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Figure 9. Motion of Xe cluster during continuous 1 MeV electron irradiation, (a) Small Xe cluster 
indicated by arrow, (b) Small Xe cluster 23 seconds later. Cluster has moved approximately 1 nm 
between images, (c) Higher magnification image of cluster in symmetrical configuration, (d) Model 
of small cluster containing 38 atoms.

Figure 10. Coalescence of two Xe precipitates in Al during continuous 1 MeV electron irradiation. 
Time intervals between images are: (a)-(b) 132 seconds; (b)-(c) 34 seconds; (c)-(d) 143 seconds. 
From Birtcheret al. (1999).
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itate. Under the continuous defect flux, however, the precipitate rapidly evolves 
towards the minimum-energy Wulff net shape and during these changes the Xe 
remains solid but repacks itself into the cavity by a multiple shearing process as 
described previously. Note that the large precipitate formed by the coalescence 
of the two smaller ones is still small enough to have an equilibrium pressure 
sufficiently high to keep the xenon in the solid state.

This work has clearly provided answers to the questions posed at the start of 
this section regarding the mobility of solid embedded nanoprecipitates. Specifi
cally, (i) solid inert gas precipitates grow by motion and coalescence under a flux 
of vacancies and interstitials resulting from displacing electron irradiation. It is 
highly likely that the same growth process will also obtain during thermal anneal
ing. (ii) The migration mechanism, under displacing irradiation is an interaction 
with the defect flux that yields changes in the shape of the cavity (without any net 
volume change) giving rise to a stochastic movement of the centre of mass of the 
precipitate. In the case of thermal annealing it is likely that similar motion will 
result from surface diffusion processes as with He in Si. Finally, (iii) the interac
tion of the cavity with defect fluxes as analysed by Allen et al. (1999) results in a 
precipitate, formed by coalescence of two smaller ones, evolving rapidly towards 
the low energy Wulff net shape. For a rigid material within the cavity this could 
not occur; however, having very low shear modulus, the room-temperature solid 
inert gas simply repacks itself into the modified shape by shear processes.

All of these are thus solved problems; however, the video clip “XeA104” 
(Donnelly, 2006) illustrates one aspect of the behaviour of solid Xe precipitates in 
Al which remains unexplained.

3.4.4. Reversible Melting
The clip illustrates one cycle of a melting/solidification process that occurs up to 
4 or 5 times for some precipitates. Frames from this clip are shown in Figure 11. 
It should be noted that the observed change in contrast does not unequivocally 
imply that the precipitate has melted - it could simply have rotated within the 
cavity. However, a detailed investigation at a range of tilts, as well as the observed 
volume change of the precipitate (see below) indicates strongly that the precipitate 
does indeed melt. This reversible melting and solidification is difficult to under
stand, given that the defect flux remains constant during this process. Note that the 
process appears to be firstly melting followed by a much slower volume change 
by up to 30%. The volume change then reverses and the precipitate returns slowly 
to its original volume whereupon it is observed to recrystallise.

A possible explanation could perhaps lie in the creation of sufficient radiation 
damage within the precipitate such that the Xe is ballistically amorphised, giving
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Figure 11. Melting and resolidification of Xe precipitate during continuous 1 MeV electron 
irradiation. Time, in seconds, is indicated on each panel.

rise to a sudden pressure increase that would (via strain fields around the precipi
tate) result in a greater uptake of vacancies to equilibrate the surface tension and 
pressure via Equation (4) thus increasing the volume. Reordering processes within 
the Xe may subsequently enable the precipitate to recrystallise and, by packing 
more efficiently, reduce its pressure so that, again by interaction with the defect 
fluxes, the volume would reduce. This hypothesis is currently being modelled by 
molecular dynamics to test its feasibility.

The reversible melting and solidification of Xe precipitates in Al under 
displacing electron irradiation thus remains an unsolved problem.

4. Amorphous Zones in Silicon

4.1. Background

Amorphous layers of silicon on crystalline silicon have been studied fairly exten
sively for over 20 years, and it has been well established that they can be re-grown 
to crystallinity by motion of the planar interface into the amorphous layer by 
thermal annealing at temperatures of 550°C or above (Jackson, 1986). Many 
mechanisms have been invoked to explain this re-crystallization process. These 
generally involve the movement and/or generation of defects at the amorphous- 
crystalline interface with possible defects including dangling bonds (Jackson, 
1986), charged kinks on terraces (Williams and Elliman, 1983) and the so-called 
“bond defect” or I-V pair (Weber et al., 2000; Pelaz et al., 2004). The recrystalliza- 
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tion process, for the planar interface is characterized by a well-defined activation 
energy of 2.7 eV (Jackson, 1986).

For partially amorphized Si, where pockets of amorphous material are sur
rounded by crystal, the situation is more complex. Recrystallization may take 
place thermally and as a result of electron irradiation. For thermally induced 
recrystallization, amorphous zones have been observed by TEM and by Ruther
ford Backscattering Spectroscopy to recrystallize at lower temperatures than the 
continuous amorphous layer and over a wider range of temperatures.

4.2. In-Situ Observations

By ion irradiating in-situ in the TEM - with the specimen in a heating stage 
permitting subsequent annealing experiments - it is possible to follow the entire 
life-cycle of individual amorphous zones rather than simply obtaining averaged 
statistical data. Such experiments were carried out using the in-situ TEM/ion ac
celerator facility referred to in an earlier section (Allen et al., 1989) in which the 
ion beam is oriented 30° from the microscope axis. For this work, however, the 
electron energy was kept to 100 keV in order to minimize electron-beam annealing 
of the amorphous zones (Jencic and Robertson, 1996). Amorphous zones were 
imaged using structure-factor contrast (Ashby and Brown, 1963) under down
zone, bright-field conditions with the electron beam normal to the {110} surface. 
The recrystallization behavior of a large number of individual zones was followed 
on a series of negatives following different isochronal annealing steps. Recrys
tallization of a smaller number of zones was followed in real time during a slow 
temperature increase by recording on videotape.

Amorphous zones (a-zones) ranging in size from approximately 1 to 10 nm in 
size are observed to recrystallize over a range of temperatures from about 70°C 
to 400°C (Donnelly et al., 2001). In addition, however, the in-situ measurements 
yield the observation that zones with closely similar initial sizes may recrystallize 
at significantly different temperatures. This is illustrated in Figure 12 where three 
a-zones, all just over 2 nm in radius, were observed to recrystallize at temperatures 
of approximately 100°C, 200°C and 300°C respectively. A further indication of 
the diversity of behaviour observed in these experiments is presented in Figure 13 
in which an area of a specimen irradiated to a fluence of 1.25 x 1012 ions cm-2 with 
200 keV Xe ions at room temperature is shown. The top panel shows a number of 
a-zones following the irradiation. The bottom panel shows the same area after a 
10 minute isochronal anneal at 115°C (with two prior 10 minute anneals at 75°C 
and 95°C; images following which are not shown).

The large zones, marked “A” and “B” and “C” on the figure not only shrink 
significantly, but also to tend towards a more spherical shape (a more circular
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Temperature (°C)

Figure 12. Change in effective radius of three individual amorphous zones with same starting radius 
following 10 minute anneals to successively higher temperatures. From Donnelly et al. (2003).

shape in projection), i.e. the regions of the a/c interface with small convex radii 
of curvature appear to recrystallize first. The smaller zones, indicated with an “x” 
in the figure appear to have completely recrystallized. Larger zones have thus 
shrunk and smaller zones have disappeared; however, a zone of intermediate size, 
“E” remains virtually unchanged. This diversity in behaviour is typical of the 500 
zones whose individual lifecycles have been studied. The size of an a-zone does 
not uniquely determine the temperature at which it will recrystallize, and it is 
not possible to define a unique activation energy for the recrystallization process. 
Finally, the zone marked “D” in the bottom panel of Figure 13, despite being 
initially smaller than the zones marked “x” that have disappeared by 115°C, can 
be seen to grow following the annealing step. This type of “reverse annealing” 
process is seen in approximately 2% of the zones.

Questions to be resolved regarding the recrystallisation of amorphous zones 
thus include:

(i) Why is recrystallization, even for zones of similar starting size not character
ized by a well-defined activation energy?

(ii) Why does recrystallization proceed in a small number of steps consisting of 
rapid reductions in size interspersed by longer plateau during which the size 
stays constant?

(iii) Why, in a small number of cases, do zones grow during an annealing step?
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10nm
Figure 13. Amorphous zones produced by single impacts of 200 keV Xe ions in Si following 
creation at 20°C (top panel) and three 10 minute isochronal anneals at 75°C, 95°C and 110°C 
(bottom panel). See text for details.

In recent work involving both molecular dynamics (MD) and Monte-Carlo 
modelling of the amorphization and recrystallization of silicon, Pelaz et al. (2004) 
have investigated the atomistics of irradiation-induced amorphization of silicon. 
In this work they have focused on the so-called “bond defect” or I-V pair and its 
role in amorphization and recrystallization. This defect consists of a coupled inter
stitial and vacancy and contains 5 and 7 member rings characteristic of amorphous 
silicon. A volume of Si containing approximately 25% of I-V pairs has a radial 
pair distribution function essentially indistinguishable from amorphous silicon 
quenched from the melt. An isolated I-V pair has a recombination energy of only 
0.43 eV and is thus not stable at room temperature. However, this recombination 
energy increases as the number of neighboring I-V pairs increases. For an I-V 
pair at the interface of an amorphous zone with crystal, this activation energy will 
depend on the local radius of curvature. This gives rise to variable recrystallization 
kinetics as seen in our experiments - with zone size, zone shape and interface 
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roughness all playing roles in determining the effective activation energy. For 
instance, the steplike behaviour seen experimentally in the recrystallization of 
individual zones is easily explained by this model: for a spherical zone, I-V pairs 
lying on the a/c interface will have the same co-ordination (i.e. the same number 
of neighbouring I-V pairs). The zone will remain stable until one of these IV pairs 
recombines, leaving a crystalline “hole” at the a/c interface. The I-V pairs around 
this hole now each have one fewer neighbour and therefore will recombine faster. 
The initial I-V pair recombination thus acts as a trigger for the recombination of 
the surrounding I-V pairs (Pelaz et al., 2004).

In addition, Lopez et al. (2004) have recently reported a kinetic Monte-Carlo 
simulation of an anneal at 400°C of two zones each containing approximately 500 
atoms but with different shapes (approximately cubic and spherical respectively). 
The simulation exhibited significantly different average recrystallization rates (ap
proximately a factor of two) and also exhibited plateaux and rapid steps exactly 
as observed experimentally.

The reverse annealing effect in which an amorphous zone grows rather than 
shrinks, following an increase in temperature, has not yet specifically been mod
elled. However, we speculate that, given the Gaussian nature of the energy 
deposition density radially outwards from the centre of the energy spike resulting 
from a single heavy ion impact, the zone morphology may consist of an amor
phous core surrounded by a crystalline region in which a high density of point 
defects has been quenched in during the rapid decay of the thermal spike. This 
type of configuration has been seen in MD simulations (Caturla et al., 1996). 
Energetically, it may be favourable for this entire volume to become amorphous, 
rendering the growth of the zone possible when the temperature is raised.

Although, Pelaz’s I-V pair model of silicon amorphization is not universally 
accepted, it does provide a consistent explanation of almost all aspects of the 
complex recrystallization behaviour of nanometre-sized amorphous zones. As 
such, it could be argued that the formation of amorphous zones by single-ion 
impacts in silicon and their thermal recrystallization is at least a tentatively solved 
problem. The remaining unsolved problem is the surprising observed growth of 
some amorphous zones on annealing. It is to be hoped that additional simulation 
work may serve to explain this phenomenon also in the light of the I-V model of 
silicon amorphization.

5. Conclusions

In summary, the in-situ TEM work carried out over the last decade or so on 
radiation damage processes in solids has had a good track record in providing 
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solutions to problems in ion beam physics; however, one or two puzzles remain. 
Specifically, the in-situ work has facilitated a fairly complete understanding of ef
fects resulting from single heavy ion impacts on metal surfaces and, in particular, 
the importance of localised melting and flow processes have been highlighted.

For the work on single ion impacts on silicon, although arguments have been 
presented here that an explanation of Si amorphization in terms of I-V pairs would 
appear to be consistent with most experimental observations, this model is not 
accepted, at this juncture, by all researchers with an interest in the topic. And 
even in the context of the I-V pair model, the phenomenon of amorphous zone 
growth on annealing (“reverse annealing”) is not fully understood.

Finally, although most of the behaviour of nanoscale Xe precipitates in Al 
under displacing electron irradiation can be understood in terms of stochastic 
changes to the Al cavity brought about by interactions with fluxes of vacancies 
and interstitials, the observed reversible melting of solid Xe precipitates remains 
an unsolved mystery.
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Abstract

Since carbon nanotubes are unique materials with respect to a wide range of 
properties, it is of interest to pose the question whether radiation damage in this 
system can be well understood based on traditional defect production models. 
A review of recent experimental and theoretical work in the field indicates that 
while at least heavy ion and high-energy electron damage can be well described 
with established approaches, considerable uncertainty remains regarding at 
least the effects of low-energy electrons on the damage production.
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Figure 1. Atomic structure of carbon nanotubes, illustrated by plotting the chemical bonds joining 
the carbon atoms, (a) A single-wall carbon nanotube, (b) A triple-wall carbon nanotubes, almost 
axial view, (c) The same triple-wall carbon nanotube, viewed almost perpendicular to the axis.

1. Introduction

Notwithstanding the significant recent progress made in studies of radiation ef
fects in carbon nanotubes, it remains unclear whether traditional radiation damage 
theories are fully applicable to describe irradiation effects in this prototypical 
nanosystem.

Carbon nanotubes are long, hollow cylinders of pure carbon consisting 
of either a single carbon cylinder or several concentric ones (Iijima, 1991; 
Ajayan and Iijima, 1992) (see Figure 1). The former kind are called single
walled nanotubes and the latter multi-walled ones. Their structure can con
ceptually be understood by imagining rolling up a single sheet of graphite 
(“graphene”) into a cylinder with perfectly matching chemical bonds at the 
joining line (Dresselhaus et al., 2001), although it is noteworthy that the ac
tual growth mechanism is very different (Raty et al., 2005). Despite being 
found already in the 1970s (Oberlin et al., 1976; Wiles and Abrahamson, 1978), 
large-scale interest in these systems emerged only in the 1990s (Iijima, 1991; 
Ajayan and Iijima, 1992; Iijima and Ichihashi, 1993). It quickly became clear that 
individual nanotubes have very interesting mechanical and electronic properties 
(Collins and Avouris, 2000; McEuen, 2000), giving rise to enormous basic and 
applied research interest (Baughman et al., 2002).
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Studying irradiation effects in carbon nanotubes is well motivated both from a 
basic science and application point of view. On the basic science side, it is clear 
that the special geometry allows one to pose many interesting irradiation physics 
questions. From an applied science point of view, studies of radiation effects can 
be motivated in two ways. One can use irradiation as a way to introduce known 
controlled amounts of defects into a material, to understand damage effects on 
materials properties. This is quite important as even the best nanotubes manufac
tured to date do contain defects, and for instance electrical properties of nanotubes 
are highly sensitive to them (Fan et al., 2005; Gomez-Navarro et al., 2005). On 
the other hand, one can also look for ways in which irradiation can be used to 
modify nanotubes to obtain beneficial effects, such as tuning the electrical con
ductance of the tubes (Gomez-Navarro et al., 2005), using nanotubes as masks 
against ion irradiation (Yun et al., 2000; Krasheninnikov et al., 2002b), welding 
nanotubes together (Krasheninnikov et al., 2002a; Raghuveer et al., 2004) or in
troducing dopants into them (Kotakoski et al., 2005).

Central to both basic and applied science studies of irradiated carbon nan
otubes is the understanding of the basic physics of damage production. This is 
a very interesting line of study for two reasons. First, the unique 1-dimensional 
nature and properties of nanotubes makes it questionable whether the traditional 
models of radiation effects are directly applicable to this system. Second, the 
nanotubes can be - and frequently are - studied one object at a time directly at the 
nanoscale. This makes it sometimes possible to study radiation effects experimen
tally down to the individual point defect level (Kimura-Hashimoto et al., 2004; 
Gomez-Navarro et al., 2005), something which has rarely been possible in any 
material. Thus studies of radiation effects in nanotubes might eventually lead to 
insights giving better understanding of radiation effects in other materials.

Since carbon nanotubes are either metallic or semiconductors with a relatively 
small band gap, the natural approach for attempting to understand radiation dam
age in them is using models developed for crystalline metals, semiconductors, 
and, of course, graphite. For these materials, the damage production can be un
derstood in terms of three main classes of effects. For keV energy heavy ion 
irradiation, damage is dominated by nuclear collisions and cascades produced 
by them (Averback and Diaz de la Rubia, 1998; Smith, 1997). Electron irradia
tion can produce bulk damage only when the electron energy is high enough to 
produce atomic recoils with energies above the threshold displacement energy 
(Lucasson, 1975; Banhart, 1999). For MeV ions, when the electronic energy loss 
is of the order of 10 keV/nm or more, electronic effects can produce damage in 
some metals and semiconductors due to the high local heating around the ion track 
(Trautmann et al., 2000; Kanjijal, 2001 ; Bringa and Johnson, 2002).
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During the last about eight years, a few groups have carried out systematic 
studies of electron and ion irradiation effects in nanotubes (for reviews, see 
Banhart, 1999; Krasheninnikov and Nordlund, 2004), and a great deal of under
standing has been obtained. In this article, in the spirit of the Ion’06 workshop, the 
current understanding is summarized with an aim to explore where the damage 
production can clearly be treated with the conventional approaches, and where 
major open questions remain.

2. Electron Irradiation Effects

Electron irradiation of carbon nanosystems has been studied extensively by Ban
hart and co-workers with in situ experiments in electron microscopes. In these 
experiments, the electron beam of the microscope can be used to both irradiate 
and image the carbon nanosystems. These studies have shown that nanotubes can 
be damaged by electron irradiation. The irradiation has been shown to induce 
major structural rearrangements of the tubes, welding, and even phase transitions 
to the diamond phase (Wesolowski et al., 1997; Banhart, 1999, 2001; Terrones 
et al., 2000, 2002). As an example, the welding of two nanotubes is illustrated in 
Figure 2.

To establish how such effects have been understood, we first note that experi
ments have indicated that a threshold of damage production exists at an electron 
energy of about 86 keV (Smith and Luzzi, 2001). Assuming a direct knock-on 
between an electron and a carbon atom, this translates into a minimum threshold 
kinetic energy for damage production of 17 eV. This value is similar in mag
nitude to threshold energies found in conventional materials, including graphite 
(Nastasi et al., 1996; Andersen, 1979). Recoils produced by electron knock-ons 
above 86 keV will naturally lead to vacancy production, and indeed effects such 
as welding have been explained to be due to a high concentration of vacancies 
leading to coalescence of tubes (Terrones et al., 2000, 2002; Lopez et al., 2002; 
Jang et al., 2004) (cf. Figure 2).

One of the most dramatic irradiation effects known to occur in nanocarbon 
is the phase transition from graphene shells to diamond within carbon onions 
(concentric shells of fullerenes) (Wesolowski et al., 1997). This effect can also 
be understood based on vacancy and interstitial production: the irradiation- 
created vacancies in fullerenes and nanotubes have a special ability to recombine 
dangling bonds, leading to a shrinkage of the whole fullerene or nanotube 
(Sun et al., 2006). In the case of carbon onions, this leads to shrinkage of 
the concentric carbon spheres, with interstitials tending to migrate outwards 
due to the pressure gradient (Wesolowski et al., 1997; Banhart, 1999). This can
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Figure 2. Welding of carbon nanotubes. The upper part shows an experimental TEM image of 
two crossed carbon nanotubes before and after electron irradiation. The two tubes were initially 
disjoint but then became welded by ion irradiation. The lower part shows a computer simulations 
of the welding process, based on creating vacancies in the near-junction region and allowing them 
to relax. Both figures are reprinted with permission from Terrones et al., 2002. Copyright (2002) by 
the American Physical Society.

lead to a high enough pressure to create diamond (Zaiser and Banhart, 1999; 
Astala et al., 2001).

Also the cross sections for recoil production by electrons have been con
sidered in detail and found to be consistent with the observed damaging rates 
(Banhart, 1999). Thus it appears that the damage production in nanotubes by 
high-energy (> 100 keV) electron-irradiation can be understood well based on 
the traditional picture of knock-on displacements of atoms and subsequent defect 
migration.
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(a) (b) (c) (d)

Figure 3. Some point defect structures in a carbon nanotube, (a) unreconstructed vacancy, 
(b) reconstructed “5-1 db” vacancy, (c) divacancy, and (d) adatom on the outside of the tube.

3. Nuclear Collision Effects

The production of damage by low-energy (<100 keV) ion irradiation has 
been examined systematically with molecular dynamics (MD) simulations by 
Krasheninnikov and co-workers. These studies have shown that in single free
standing nanotubes ion irradiation produces predominantly single vacancies and 
small vacancy clusters (Krasheninnikov et al., 2001, 2002c). Some of these ba
sic defects are illustrated in Figure 3. The initial vacancy structures produced 
during the irradiation by knocking out atoms are metastable: they contain dan
gling bonds, some of which tend to recombine to form more stable structures 
(Krasheninnikov and Nordlund, 2001; El-Barbary et al., 2003). Instead of becom
ing conventional interstitials (which would be atoms in the middle of a carbon 
hexagon in the tube) recoiled atoms either leave the tube or obtain an adatom-like 
structure. In this adatom-like structure a carbon atom is situated on a bond-centred 
site above or below the nanotube network (Nordlund et al., 1996). In a single tube 
this structure can be considered in many ways analogous to an interstitial.

In multi-walled tubes or a bundle of single-walled ones, also interstitials of a 
more conventional character exist in the form of carbon atoms lying between the 
individual carbon cylinders (Salonen et al., 2002; Pomoell et al., 2004). Sinnott 
and co-workers have shown that both low-energy electron and ion irradiation can 
be used to introduce such defects and thus cross-linking between the shells of 
multi-wall nanotubes (Pregler and Sinnott, 2006). For carbon peapods (fullerenes 
inside nanotubes) ion irradiation has somewhat similarly been shown to be able to 
cause cross-linking of the fullerenes (Hu et al., 2006).

The migration of the point defects has been examined with tight-binding and 
density-functional theory quantum mechanical simulations (Lehtinen et al., 2003; 
Krasheninnikov et al., 2004; Krasheninnikov et al., 2006). These studies show 
that the “adatom-interstitial” and vacancy exhibit rather special mobility prop
erties: their mobility depends strongly on how the nanotube has been rolled up,
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Figure 4. Example of a strongly damaged multi-wall earbon nanotube. The tube in the picture was 
irradiated by Ar ions with a range approximately half-way across the multi-wall tube, thus damaging 
the upper part strongly (Krasheninnikov et al., 2002b).

and on whether it is metallic or semiconducting. The interstitial is highly mobile, 
while the vacancy is less so. Once the vacancies have joined together to form di- 
or larger vacancy agglomerates, the mobility decreases strongly.

These theoretical results on migration are supported by recent transmission 
electron microscopy experiments (Kimura-Hashimoto et al., 2004) in which indi
vidual small immobile vacancy clusters produced by the electron irradiation were 
observed at room temperature. Since the irradiation was carried out just above the 
displacement threshold, the vacancy clusters must have formed by coalescence of 
single vacancies. Thus the experiment supports both the mobility of vacancies and 
immobility of larger clusters at room temperature.

The quantitative values of interstitial and vacancy mobility for the largest 
tubes studied are also in line with mobility values obtained in graphite 
(Thrower and Mayer, 1978), although some uncertainty exists in how these should 
be interpreted (El-Barbary et al., 2003).

We also consider whether the damage levels obtained are reasonable. In the 
MD simulations the damage builds up linearly with dose as no recombination 
occurs on the MD time scale, and amorphization occurs when most of the atoms 
have been displaced at least once. An example of a strongly damaged nanotube 
is shown in Figure 4. Even though some recombination does of course in reality 
always occurs due to long-time scale defect migration, recent kinetic Monte Carlo 
(KMC) simulations (Kotakoski et al., 2007) indicate that this effect becomes more 
important only at temperatures significantly above room temperature. At lower 
temperatures the formation of amorphous structures is not much slowed down 
by migration and recombination. Thus under the assumption that these MD and 
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KMC studies are correct, one may use simple displacement-per-atom (dpa) values 
obtained from binary collision approximation codes like TRIM/SRIM to examine 
whether reported amorphization fluences are reasonable.

Using the “vacancy” production numbers from SRIM-2003 (Ziegler, 2003), 
the dpa values of certain experiments on nanotube irradiation were estimated by 
the author of this Article. Unless the experimental papers reported a density of 
their material, a density of 0.5 g/cm3 (typical of macroscopic nanotube materi
als like nanotube paper) was assumed. The threshold displacement energy was 
allowed to be at its default value for carbon. Since our aim is to make only 
order-of-magnitude estimates, such rough estimates are acceptable.

Raghuveer et al. (2004) reported major modifications of nanotubes by 10 keV 
Ga at a fluence of 1016 ions/cm2. Using the SRIM calculations described in the 
previous paragraph, we obtained that this corresponds to a damage level of 8 dpa. 
Wang et al. (2004) showed clear transmission electron microscopy (TEM) images 
of nanotube amorphization after irradiation with 1017 ions/cm2 50 keV C. This 
corresponds to a damage level of 6 dpa. Both values are quite reasonable, as at 
such high dpa values amorphization indeed would be expected, even accounting 
for some possible defect recombination.

4. Damage by Electronic Effects?

Summarising the discussion in the two previous sections, the basics of damage 
production by both electrons and ions in carbon nanotubes would appear to be 
well understood. However, considering some additional experiments makes this 
picture considerably less certain.

We first discuss proton irradiation of carbon nanotubes. Basiuk et al. (2002) 
irradiated carbon nanotubes with 3 MeV protons in air at room temperature, and 
subsequently analysed them in a TEM. They reported that at a fluence of 3 x 1016 
ions/cm2 this irradiation amorphized the tubes. Using a similar calculation as de
scribed in the previous section, this corresponds to a damage level of 0.0001 dpa. 
We checked that even accounting for Xe recoils or possible inaccuracies in the Xe 
or nanotube film thickness does not change this number by the several orders of 
magnitude needed to explain the amorphization by nuclear energy deposition.

Khare et al. (2003) irradiated a 0.5 iim single-wall nanotube film placed below 
a 16.75 gm Xe film at 15 K by 1 MeV protons. These samples were studied by 
Fourier transform infrared spectroscopy, Raman and TEM methods. The authors 
reported obtaining CH bonds and defects and changes in nanotube diameters, al
though quantitative damage levels were not reported. This irradiation, considering 
the Xe layer on top, corresponds to some 0.0001 dpa in the nanotube layer.
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By contrast, Weaver and co-workers have carried out 2 MeV proton irradia
tion of nanotube paper and nanotubes in a polymer matrix (Weaver et al., 2004; 
Neupane et al., 2005) up to doses of 7 x 1016 ions/cm2. They report on the one 
hand measurable resistivity and Raman spectroscopy effects already at a dose of 
10*2 ions/cm2, but on the other hand interpret the results to mean that the tubes 
have a high radiation tolerance. Unfortunately the atomic structure of the samples 
after the irradiations is not characterised in these experiments.

The interpretation of these results is not straightforward. Since Khare does 
not report an overall damage level, it is of course possible that the damage level 
they observe is quite small, but it is not obvious how a damage level of only 
0.0001 dpa could result in measurable changes in tube diameters. The amorphiza- 
tion reported by Basiuk et al. clearly cannot be explained by a damage level of 
0.0001 dpa: this would be in contrast with the heavy ion dpa values discussed 
in the previous section by at least 4 orders of magnitude. This experiment was 
carried out in air, suggesting that oxidation or interaction with water may play 
a role on the results. However, even then it is difficult to understand why the 
tubes would amorphize: even though point defects created by the irradiation are 
likely to be oxygenated or hydrogen-stabilised, such defects have been observed 
at ambient conditions in other experiments without any reported runoff structural 
changes (Gomez-Navarro et al., 2005). If the effect is not explained by the pres
ence of air, the only alternative explanation would be damage caused by electronic 
excitations. The electronic stopping by 1 MeV protons is some 2-3 orders of 
magnitude higher than the nuclear one, so plenty of electronic deposited energy 
would be available. It is again not obvious, however, what the mechanism could 
be. The nanotubes are metallic or semiconducting with a small band gap, and 
the electronic stopping is only some 0.05 keV/nm. Hence damage by electronic 
excitations of the kind associated with swift heavy ions would seem unlikely both 
by materials property and low stopping value (Kanjijal, 2001).

Although the effects of the TEM electrons with energies of ~ 100 keV or more, 
can be well described by traditional ballistic knock-on mechanisms (cf. Section 2), 
there are some experimental indications that particles which can not possibly pro
duce recoils above the 17 eV threshold can damage nanotubes. Yuzvinsky et al. 
(2005) reported that 5 keV electrons would cause major damage in nanotubes, and 
Miko et al. (2006) reported that ultraviolet light can affect electrical and mechan
ical properties of nanotubes. However, in both cases the effect was attributed to 
the presence of chemically active radicals from the environment. Skakalova et al. 
have shown that 1.3 MeV y ion irradiation can be used to strengthen macroscopic 
nanotube materials. This effect could in principle be related to knock-on displace
ments of atoms by the highest-energy particles in an electron-gamma radiation 
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cascade, or to low-energy recoils produced by y ray-nucleus collisions. It might 
also be related to production of radicals either in the surrounding atmosphere or 
impurities in the films.

5. Discussion and Conclusions

The literature overview presented in the previous sections has illustrated that the 
basic physics of keV heavy ion and hundreds-of-keV’s electron irradiation dam
age in nanotubes appears to be fairly well understood. Although some unique 
features of the damage behaviour are observed in nanotubes, such as the chirality
dependent migration rates of point defects, the conventional theory frameworks 
appear to be well suited to understand the effects. However, considerable uncer
tainty exists on whether low-energy electronic excitations can cause damage in 
nanotubes.

The basic reason why it is natural to assume electronic excitations would not 
cause damage in nanotubes is that they are either metals or semiconductors with 
a small band gap. In bulk metals and semiconductors electronic stopping does not 
produce damage, except in the swift heavy ion regime where the electronic energy 
deposition is very large. Swift heavy ions are indeed known to produce damage 
and sputtering in graphite, but the energy depositions at which this is observed are 
much higher, of the order of 10 keV/nm (Liu et al., 1998; Tripathi et al., 2006), 
while for MeV protons it is of the order of 0.1 keV/nm, i.e. 2 orders of magnitude 
less.

Highly charged slow ions have been observed to produce electronic sputtering 
of carbon, but only for charge states larger than about +7 (Schulte and Holzapfel, 
1997), which of course is not relevant for protons.

Although it is thus hard to understand how low-energy electron excitations 
could cause damage in nanotubes, there are several independent sets of experi
ments where nanotubes are damaged when the probability of producing knock-on 
recoils above the threshold must be very small or zero (cf. Section 4). All of these 
are, however, performed under conditions where the irradiated material is subject 
to the presence of air or other chemical compounds than nanotubes. Thus it is 
possible that the electronic excitations produce chemically active radical species 
around the nanotubes, which then react with the nanotubes. Hence at this stage it 
appears most likely that the low-energy electronic effects are not due to any un
known radiation physics, but rather to some interesting - and not well understood 
- radiation chemistry effects. Additional experimental and theoretical work will 
clearly be required to resolve the mechanisms involved.
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